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Abstract

We devise imperative programming languages for verified real number computation where real numbers
are provided as abstract data types such that the users of the languages can express real number compu-
tation by considering real numbers as abstract mathematical entities. Unlike other common approaches
toward real number computation, based on an algebraic model that lacks implementability or transcen-
dental computation, or finite-precision approximation such as using double precision computation that
lacks a formal foundation, our languages are devised based on computable analysis, a foundation of
rigorous computation over continuous data. Consequently, the users of the language can easily program
real number computation and reason on the behaviours of their programs, relying on their mathemat-
ical knowledge of real numbers without worrying about artificial roundoff errors. As the languages are
imperative, we adopt precondition-postcondition-style program specification and Hoare-style program
verification methodologies. Consequently, the users of the language can easily program a computation
over real numbers, specify the expected behaviour of the program, including termination, and prove
or disprove the correctness of the specification. Furthermore, we suggest extending the languages with

other interesting continuous data, such as matrices, continuous real functions, et cetera.

Keywords real number computation, continuous abstract data type, computable analysis, imperative

programming, formal verification
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Chapter 1. Introduction

Real numbers are infinite objects that cannot be represented exactly using discrete data. Traditional
models of computation are based on discrete data such as natural numbers, integers, rational numbers,
discrete graphs, and et cetera. Turing machines, which is the most renowned model, read and write finite
sequences of finite alphabets. When we abstract Turing machines, they represent only partial functions
from natural numbers to natural numbers. Hence, any attempt on computing over real numbers using
Turing machines, or any equivalent models, fail.

double-like data types in common programming languages, is a superstition. Its success in practical
applications is misleading too many people. It disguises itself as it realizes real number computation.
The set of finite-precision floating-point numbers is countable, and obviously, it fails to realize real
number computation. It is not hard to find where a finite-precision floating-point computation becomes
erroneous. When we look at any programming communities, there always are questions like “why 1.041.0
is not equal to 2?77 And, there always are answers like “that is how real number computation is”. Due to
its design, rounding errors are inherent in floating-point computation [Gol91, Rum88, LW02, KMPT08].
When it comes to deciding the order of two real number expressions, it is possible to compute the totally
wrong answer due to the errors in evaluating the two operands. In mission-critical applications, the
errors will not be a Q&A post that we can laugh at [Hol94, JM97].

Algebraic models such as Blum-Shub-Smale machines [BSST89] or Real-RAM [ShaT78] consider al-
gebraic real numbers. Algebraic real numbers are those that are roots of integer polynomials. Being
represented by integer polynomials, even discrete models of computation such as Turing machines can
compute over them exactly. However, in many scientific computing applications, the domain of compu-
tation often exceeds from being algebraic: 7, e, and et cetera. Extending the domain, the assumption
on comparing real numbers get unrealistic [Bra03, BV99]. Hence, though they surely are one important
aspect of computing over real numbers, they are not in the scope of this topic. Hence, when we mention
real number computation in this dissertation, it refers to computing over not only algebraic but all real
numbers.

When there is a set that we want to compute over, say A, the set itself is not what machines
recognize. When we abstract Turing machines as partial functions from N to N, to compute over A
using Turing machines, there should be some representation r : N — A. A representation is a relation of
realization. If r(n) = a € A holds for some n € N, the natural number n can be seen as an implementation
of the abstract object a € A. Then, we can let a Turing machine M : N — N realizes or computes a
mathematical function f : A — A with regards to the representation r if for every element a € A and
its implementation n, it holds that r(M(n)) = f(a). A representation is valid if it, as a function, is
surjective. lL.e., a valid representation must make every element implementable. In this sense, as the
set of real numbers’ cardinality strictly exceeds the set of natural numbers’ cardinality, it is impossible
to work with ordinary Turing machines to compute over the set of real numbers. There is no valid
representation on the set of real numbers for the ordinary Turing machines.

Hence, to ‘rigorously’ compute over the set of real numbers or any other sets whose cardinality
exceeds the cardinality of the set of natural numbers, it is necessary to extend the model of computation
and the notion of representation. Type-2 Turing machines, though we will not go in deep into its definition

yet, provides a formal framework for computing over the set of infinite sequences NY. Intuitively, they



are extensions of Turing machines by letting the input and output tapes be infinitely long. Abstracting
it, type-2 machines represent partial functions from NY to NN, Having the domain of data extended
to NN, (infinite) representation on a set A is, now, a surjective function § : N¥ — A. And, an infinite
sequence ¢ € NV is an implementation of a € A with regards to the representation if () = a holds.
Similarly, the notion of computing a function on type-2 machines is extended.

The right way of computing over real numbers is, as opposed to using finite-precision floating-point
computation, to use infinite representation of real numbers such that it avoids any rounding errors
[BCRO86, BC88, PER8Y, DGI3, EE00, Wei00, Miil00, EHS04, BCCT06, CNR11, KTD*13]. In fact,
there are many, infinitely many, representations of real numbers; since any surjective function 6 : NN — R
is a representation. Among the infinitely many others, let us see what the Cauchy representation, which
is often called the standard representation, is. The set of rational numbers QQ being countable, we can
embed it in the set of natural numbers tg : N — Q such that all primitive operations of rational numbers
are computable. A datum ¢ € NY implements a real number x if n’th entry of the datum ¢(n) represents

a 27" approximation to the real number z. In other words, dcauchy is
dcauchy (¢) = x 1= lig(p(n)) — x| < 27" for all natural number n .

A datum ¢ is an implementation of x € R if ¢ encodes a sequence of rational numbers which converges
rapidly to . The datum ¢ can be seen as a magical black box that when we inquire some portion n € N
of the real number that it represents, it tells us the amount of information. The crucial part of it is that
we can repeat the inquiry as many times as we want and ask as much information out of it. Under the
Cauchy representation, the field arithmetic of real numbers can be computed exactly.

On the first day, there were Turing machines. When we make Java, C, C++, or Python programs,
it is not too exaggerating to say that Turing machines are behind them. Turing machines provide a
formal foundation for computing over any discrete objects such as natural numbers, integers, and so
on. Abstracting Turing machines away, we get programming languages. Only their tedious semantics
concern how to translate each instruction of the programming language to Turing machines’ instructions.
Lucky us, and all the programmers, we do not have to worry about Turing machine instructions when
we write a simple Python program.

The same is desired for type-2 computation. Type-2 machines provide a formal foundation for
computing over any sets whose cardinality is Continuum. To make it practically usable, it is essential to
abstract the implementation-specific details away. We need to have a programming language that works
at the abstract level. How programs in the language to be actually simulated by machines should be
hidden to the users; thus, it is okay for them to be aware of only the abstract semantics. And, that is
what this dissertation is all about, especially for real numbers.

We can introduce real numbers in a programming language as a primitive notion of the language,
such as int, double, et cetera [DG93, Esc96, ES14]. This approach, which is classified to be external by
[BES02al, is suitable when we are interested in the abstraction of real numbers. However, declaring, not
defining, a type for real numbers, we have to face a vital decision problem: which real number operations
should come as primitives and what should their semantics be. To make the decision, we need to know
the universal property of real number computation as we do not want our data type for real numbers to
be representation specific.

Using the Cauchy representation, the field arithmetic of real numbers is computed exactly. Given
an arithmetical expression e, when we compute it, the number that the computer returns is exactly the

value that e mathematically represents. (Of course, the real number itself does not get printed; when we



put an additional input n, we get 27" approximation to the real number.) However, it cannot be decided
if two real numbers are identical in this approach. Suppose we have two sequences of rational numbers
(gn)nen and (7, )nen that converge to real numbers x and y, respectively. The real numbers are identical
if and only if Vn. |g, — ] < 27™ holds. And, testing if the statement holds is not decidable. The best
we can get is to say “no” when there is an index that n such that |¢, — r,| > 27" holds, by testing it
for each n. In consequence, testing inequality of real numbers x < y is only partially computable in the
sense that when = # y, we can say if z < y or y < z. However, when = = y, the procedure of testing
x < y will run into an infinite loop and never terminates. The explanation thus far is based on the
Cauchy representation. However, this is a universal property of infinite representation in that whichever
representation we use, inequality tests can only be computed partially [Wei00, Theorem 4.1.16].

As inequality tests become partial, nondeterminism becomes essential in real number computation .
[Luc77] ! Suppose, in the middle of some computation, we have to decide if a real number x is positive or
not. The whole computation fails when x happens to be precisely 0 at the moment. However, in many
cases, it is not crucial to decide the sign of x precisely. (The sub-procedure being imprecise does not
necessarily mean that the whole computation being inexact.) Instead, if we are given a tolerance factor
e > 0, we compute the sign of x within the error: when |z| > €, compute the sign of x correctly, and if
—e < x < ¢, return nondeterministically either +1 or —1. The tolerance factor, being an additional input,
can be seen as the required preciseness of the approximation. The smaller it gets, the more accurate the
total program gets. The nondeterminism can realized by the parallel evaluations: evaluate x > —e and
x < € in parallel, return +1 if testing x > —e succeeds, and return —1 if testing x < € succeeds. Since
x cannot be —e and +¢ at the same time, at least one of the two tests successes. It is nondeterministic
since when both hold, we do not know in prior which does terminate first.

There are different approaches to equip a programming language for real number computation with
nondeterminism. The first is to let the language itself be nondeterministic. It is possible to create
arbitrary nondeterministic branches: either binary, finite, or countable. Following this approach, we can
benefit from well-studied nondetermistic languages such as [Dij75, Apt83, AP86, Nel89]. This approach
can be found in [Miil00, KTD'13]. The other approach is to restrict the use of nondeterminism only
for real number comparisons. For example, in [BHI8, MREO07], the language itself cannot create an
arbitrary nondeterministic branch. Nondeterminism happens only for the comparison of real numbers
with a tolerance factor as in the above paragraph. In this dissertation, we follow the first approach.
Thus, our languages become more expressive. And, we use the well-studied theory of nondeterministic
programming languages.

In order to go beyond algebraic computation, we need to equip our languages with the functionality
of computing real numbers by the limits of sequences that approximate them. The set of infinite sequences

of real numbers RY admits representations. Deferring discussions on correct representations of RY to

w

Cauchy Pe the representation which is defined by the Cantor-style encoding:

later, let us say 0

Cauchy (P) = (Ti)ien 1 dcauchy (pi) = x; for all i € N where ¢; == ((p((z +n)-(i+n+1)/2+ z’))neN .

With the representation of infinite sequences of real numbers, of course, projections are computable.

1t is also called nonextensional computation [Bra95] to make it distinguished from computation done by nondetermin-
istic machines in complexity theory [Zie05]. Anyhow, we stick to the terminology nondeterminism in this dissertation that

is from programming language theory [Dij75, AP86]



More importantly, the partial operation

lim : {(zi)ien |32z Yn. |z —2,| <277} — R

(@:)ien = limy, o0 (25)

computing the limits of rapid Cauchy sequences is computable. (We say a Cauchy sequence rapid if
it has the above rate of convergence, similarly as in [Bis67].) We have not yet defined what it means
to compute a partial function. And, we are not going into detail about it in this introduction section.
However, the message is this: using the representation approach, when we can compute a rapid Cauchy
sequence, we can construct the real number that is the limit of the sequence. For example, if we have a
procedure f : N — R where f(n) is a 27" approximation to 7, we can transform the procedure f to be
the real number 7.

Any programming language that provides a primitive type for real numbers should have the prop-
erties: exact field arithmetic, partial comparison test, nondeterministic branching, and construction of
real numbers by the limits of rapid Cauchy sequences. These requirements have to be reflected through
the program’s constructs and formal semantics. Also, at the same time, it is necessary that the language
is not representation specific such that the users of the language can write their programs and reason on
their programs’ behaviours relying on their mathematical knowledge of real numbers.

One crucial reason to follow the representation approach for real number computation is reliability.
Imperative programming, not only for its wide usage in practical scientific computing, has its advantage
in verification. Its well-studied precondition-postcondition-style program specification and Hoare-style
program verification methodologies make it easier for the users to specify the behaviour of their programs
and prove the correctness of the programs [Apt81, Kle99, vO01, AO19]. Hence, in order to benefit from
the well-founded theory and from the potential applicability, it is desired to devise an imperative language
and its verification principles for real number computation.

Wrapping up the motivation thus far, in this dissertation, we devise imperative languages that pro-
vide data types and operations for real number computation. They are equipped with formal semantics
that well-reflects the characteristics of real number computation explained thus far, and verification

calculi for reasoning on the behaviours of real number computations.

The Overview and Organization of this Dissertation We want a language with a firm theoretical
background. In Chapter 2, the category of assemblies over Kleene’s second algebra is introduced, which
is a universe of continuous data and computable functions between them. The purpose of the chapter is
first to introduce the preliminary concepts of the dissertation, computable analysis, which is a foundation

for continuous computation, and to define the four important endofunctors:
1. b a functor for expressing partial functions that diverge out of their domains,
2. # a functor for expressing partial functions that eventually abort out of their domains,

3. B a functor for expressing any partial functions whose behaviours out of their domains are not

specified, and
4. M a functor for expressing (nondeterminitsic) multifunctions.

The functors are used throughout this dissertation. Using the functors, we express various types of

computable partial multifunctions which are the atomic notions in our programming languages. In



Chapter 3, we devise the programming language called ERC by extending a simple imperative program-
ming language with the data type R for real numbers and their operations. Its denotational semantics
is defined using Plotkin powerdomain, which is for finite nondeterminism. We conclude the chapter by
introducing a sound verification calculus. In Chapter 4, we define an interpreter of ERC to the category
of assemblies over Kleene’s algebra. In the interpretation, the functors are intensively used. By having
the interpretation, we show that the language is implementable and the semantics is computable. How-
ever, to make the language as simple as possible, ERC does not provide a functionality to compute the
limits of (rapidly) converging sequences inside its programs. Chapter 5, we extend the language with an
explicit limit operator and define a new language called Clerical. We define its denotational semantics
and a sound and relatively complete verification calculus. Chapter 6, by interpreting Clerical in the
category of assemblies, shows that the language’s semantics is computable.

Let us go trough the organization of each chapter.

Chapter 2 In this chapter, we recap the theory of computation over continuous data. In Section 2.1,
we recap type-1 computation, that is, computation over discrete data that can be represented by N and
be processed by ordinary Turing machines. In Section 2.2, type-2 computation over NV is introduced
mostly based on [Wei00]. In the section, we classify computable partial functions from NN to NN which
is a subclass of continuous partial functions with regards to the standard topology on NN. Section 2.3
introduces the category of represented set Rep. A represented set is a pair (A, d4) of a set of Continuum
cardinality A and a partial surjective function § : NN — A called representation. Computable functions
are defined between represented sets, and the collection of represented sets and computable functions is
Rep. In the section, we go through various represented sets, including Rcauchy the standard represented
set of real numbers. In Section 2.3.2, we define two very important functors b,# : Rep — Rep which
are used to express certain classes of computable partial functions in Rep. However, we conclude that
the category Rep is not suitable to deal with general partial functions. In Section 2.4, the definitions of
applicative functors, monads, and the corresponding function liftings are briefly introduced. Then, we
analyze our functors b and f accordingly.

In Section 2.5, we study the computational structure of R. In Section 2.5.1, we define a notion
called nc and show some represented sets of real numbers are nc, which we do not want to have. In
Section 2.5.2, we show that any represented set of real numbers that makes the ordinary lim computable
is nc. Further recapping noncomputability results from computable analysis, we justify the choice of the
standard representation of real numbers.

In Section 2.6, the concept of multifunction, which is the nondeterminism we deal with in computable
analysis, is introduced. In the section, the notion of computing multifunctions is introduced. And, some
important examples, including computing the soft signs of real numbers, are demonstrated. Again, we
conclude the section that Rep is not suitable to deal with multifunctions.

With the above motivations that Rep is not suitable for general partial functions and multifunctions,
in Section 2.7, the category of assemblies over Kleene’s second algebra (the category of assemblies in
short) is introduced. The category Asm(NY) is a generalization of Rep where general computable partial
functions and computable multifunctions appear as morhpisms. In Section 2.7.1, we extend the previous
functors to b, # : Asm(NY) — Asm(NY) and define a functor f : Asm(NY) — Asm(NY) which is for general
computable partial functions. In Section 2.7.2, we define a functor M : Asm(NY) — Asm(NY) which is
for computable multifunctions. Hence, we can refer to a computable partial multifunction simply by a
morhpism f : A — gM(B) in Asm(NY). In Section 2.7.3, we show that 4, #, M are countably applicative



in that for a morphism on sequence f : A“ — B, we can naturally extend it to fT : (M(A))* — B.
Using this property, at the end of the section, we construct a morphism that computes the absolute value

function.

Chapter 3 In this chapter, we define our first imperative language ERC that stands for Exact Real
Computation. At the beginning of the chapter, we introduce its design choices. Instead of providing
Booleans as its primitive data type, ERC provides its lazy lifting whose denotation is K = {t, ff, uk} as
its primitive type. The operations on K are that of Kleene’s three value logic. Hence, we call K Kleenean
where uk is the third truth value.

In Section 3.2, we define the formal syntax and the type system of ERC. In Section 3.3, we define
the denotational semantics of ERC. To each program in ERC, we define its denotation as a set-valued
set-theoretic function. As it is essential in real number computation, ERC provides finite nondetermistic
branchings. Therefore, we take Plotkin powerdomain P(CJ, ) [P1o76] to define our denotational semantics.
By using a fixed-point theorem, we prove the well-definiteness of our denotational semantics, including
that of while loops. At the end of the section, we prove that ERC is complete in the sense that any
computable partial real function is expressible in ERC.

In Section 3.4, we define verification principles of ERC. In Section 3.4.1, we define a logical language,
which we call the logic of ERC, that is used to specify the behaviour of ERC programs. In the section, we
prove that the language is expressive enough to define the denotational semantics of the term language
of ERC. For any given programming term ¢, there is a formula in the logical language that defines the
denotation of t. We prove that the logical language is complete and decidable by being a safe mixture of
Presburger arithmetic and real closed field. In Section 3.4.2, we define precondition-postcondition-style
program specification for ERC, and devise Hoare-style proof rules for correct specifications. At the end
of the section, we prove that the devised proof rules are sound with regards to our denotational semantics

leaving a remark that the verification calculus cannot be complete.

Chapter 4 In this chapter, we prove the computability and implementability of ERC and suggest
extending ERC with other continuous data. In Section 4.1, we define an abstract interpreter for ERC.
The interpreter maps each ERC program to a morphism in Asm(NY). In Section 4.1.1, we construct a
monad P(CJ,) : Asm(NY) — Asm(NY) by component-wise section of Mg : Asm(NY) — Asm(NY) such that
for each assembly A, the underlying set of P(A ) is the underlying set of the powerdomain over the
underlying set of A. In Section 4.1.2, we define the interpretation by proving that the least fixed-points
of the operators corresponding to loops are computable with regards to the moand. From the definition
of the interpretation, we prove that for any ERC program, its denotation, which is a set-valued function,
is computable as a multifunction in Asm(NY).

Section 4.2, we define a framework for extending ERC with other continuous data and computable
operations. In Section 4.2.1, we define extension structure of ERC that consists of a consistent interpre-
tation in Asm(NY) hence that we automatically get the computability result of the extended language.
As examples, we define ERC(&p,,¢) which is ERC extended with real matrices and ERC(& iy, ) which is
ERC extended with continuous real functions. In Section 4.2.2, we extend the verification calculus of
ERC for a certain class of extension structures. In Section 4.3, we introduce Trisection program, which is
a functional that finds roots of real functions, as a program in ERC(&,f,,). We demonstrate our extended

verification calculus by proving the correctness of the program.



Chapter 5 This chapter defines our second imperative language Clerical, which stands for Command-
Like Expressions for Real Infinite-precision Calculations. It is a natural extension of ERC with an explicit
limit operation which is an operator that returns the limit of a rapidly converging sequence. To make
the limit operator useful, refraining from introducing function types, we make the expression language

command-like in the sense that expressions subsume commands in Clerical. For example,

sqrt(z : R) := lim n. var a == ¢(0) in

var b:=x 4+ (1) in

while caseb—a >2"""1 = true | 27" > b — a = false end do
var ¢ == (1(2) Xa +b)/¢(3) in
var d == (a + ¢(2) Xb)/¢(3) in
case
| t(0) >exec—z=a=c
| (0)>dxd—x=b:=d
end

end; a

is an expression in Clerical that represents the square root of x : R.

Section 5.1, we go through simple example programs in Clerical and their meanings. Hence, the
readers can understand the language before going through its formal definition. In Section 5.2, the
formal syntax and the type system are defined. In Section 5.3, the denotational semantics is defined.
Clerical provides nondeterminism by Dijkstra style guarded nondeterminism. Clerical provides partial
operations whose behaviors are different: when a comparison fails, it means nontermination b, however
when computing a limit fails, it means f. Therefore, in Section 5.3.2, we define a variant Plotkin
powerdomain, distinguishing the two failures, and prove its properties, including continuity and various
domain liftings that are derived from the fact that the powerdomain construction as a functor on the
category of sets P,(0J) : Set — Set is a moand. In Section 5.3.3, we define the denotational semantics
of Clerical using the poewrdomain. In Section 5.4, we define a precondition-postcondition-style program
specification and verification calculus. And, we prove that the verification calculus is sound with regards
to the denotational semantics. To demonstrate the usefulness of the verification calculus, in Section 5.5.3,
we prove the correctness of a program that computes 7. In Section 5.6, we prove that the verification

calculus is relatively complete.

Chapter 6 In this short chapter, we show that the denotational semantics of Clerical is indeed com-
putable. We define an endofunctor P,(0) : Asm(NY) — Asm(NY) as a component-wise section of
aMb : Asm(NN) — Asm(NY) such that the definition of the endofunctor is the powerdomain construction
seen as a functor P, () : Set — Set. By showing that the domain-theoretic properties of P, () are
reflected in P,(0J), we show that we can construct a morphism in Asm(NY) to each program in Cler-
ical whose definition is the denotation of the program. It automatically shows that the semantics is

computable.

Chapter 7 This chapter is a little off the line. Well-known algorithms in scientific computing often
rely on the assumption that real numbers can be compared. However, in the setting of comptuable
analysis, this is not true. Hence, in the setting, the algorithms turn out to be incorrect. One example
is the QR algorithm with Wilkinson shift which is a renowned algorithm for efficiently diagonalizing

symmetric matrices with real number entries. In this chapter, we suggest a computable variant of the



algorithm by nondeterministically relaxing the Wilkinson shift. In Section 7.1, we explain the chapter’s
own introduction, motivation, and backgrounds. In Section 7.2, we state the problem that the chapter
considers formally. And, in Section 7.3, we define interval computation. In Section 7.4, we suggest
the nondeterministic relaxation of the Wilkinson shift and prove its correctness. In Section 7.5 and
Section 7.6, we devise computable algorithms and analyze their computational costs. It is considered an

independent chapter that consists of its own introduction and conclusion.

Main Contributions

e Chapter 2: This chapter is mostly about introducing the setting that we work on. This prelim-
inary chapter relies on [Wei00, Bau05, BHW08, VOO08]. Besides other parts, Section 2.8 which
states that there is no topology on the powerset that makes the notion of continuously realizable
multifunctions intrinsic, is my contribution with the collaboration with Donghyun Lim [LP20].
Whereas, Specifying the functors b, f,§, M and using them to express real computation is a minor

contribution.

e Chapter 3: We define a simple imperative programming language that provides an abstract data
type of real numbers based on computable analysis. That means the semantics of real number
operations are exact and are computable. Hence, the language users can regard a real number
variable as it is storing a real number. And, they can write a program regarding operations
performing the mathematical operations of real numbers. Its formal semantics is defined using
Plotkin powerdomain as the language provides nondeterminism, which is essential in computable
analysis. We also devise a sound verification calculus that can be used to prove the correctness of
precondition-postcondition-style program specifications. This chapter is based on the collaboration
with Franz Braufe, et al. [BCK™16].

e Chapter 4: We interpret ERC language in Asm(NY) using the monads for partiality § and nonde-
terminism M. We devise a Asm(NY) presentation of the Plotkin powerdomain. In consequence,
we prove that the denotational semantics of ERC is indeed computable. By making the interpre-
tation a framework, we suggest extending ERC with further continuous data and operations. As

examples, we suggest ERC with real matrices and ERC with continuous real functions.

e Chapter 5: This chapter is based on the collaboration with Andrej Bauer and Alex Simpson
[ABS18]. We devise an imperative language that extends ERC by adding explicit limit operations.
Hence, real numbers can be constructed within the language. To have the limit operator, we
modified the powerdomain and formalized the denotational semantics. A sound and relatively
complete verification calculus is devised. An example program that computes 7 as the root of the

sine function, which essentially has nested limit operations, is written and proved.

e Chapter 6: In this chapter, we devise a presentation of the above powerdomain in Asm(NY) and
prove the computability of the order completeness. In consequence, we prove the computability of

the semantics of Clerical.

e Chapter 7: An interval QR algorithm with soft Wilkinson shift is suggested in this chapter; soft
Wilkinson shift is a nondeterministic relaxation, which supplements partiality of the comparison
in computing Wilkinson shift. An interval Gaussian algorithm is used to compute the eigenspaces.

This work analyzes and specifies a condition on widths of the input intervals that guarantees the



correctness of the algorithm, returning intervals of widths less than 27P. Moreover, it analyzes the
bit-cost of the computation under the condition. From the analysis of the interval computation,
we show that the eigenproblem for a d x d matrix A can be computed when its entries are accessed
with a ~ O(J(A,p)?) and the bit-cost is bounded by O(d- J(A,p) -M(J(A,p)?)), where J(A,p) =
d-(p+d*+dlog1/A(A) + |log||A||r|), M(n) is the bit-cost for multiplying n-bit integers, and A(A)

is the minimum separation between distinct eigenvalues of A relative to its Frobenius norm.



Notation and Conventions

We let O be the emptyset (), 1 be the singleton set {*}, 2 be the set of two elements {tt, ff}, N be
the set of natural numbers, Z be the set of integers, Q be the set of rational numbers, and R be the set
of real numbers. For any natural number n € N, we write 2 be the set {1,2,--- ,n}.

Given two sets X, Y, we write YX to denote the set of (set-theoretic) functions from X to Y. The
notation f : A — B says f € BA. We often write f : A — B to denote that f is a partial function
from A to B. Formally speaking, a partial function f : A — B is a datum that consists of a function
f: A" — Band aset A such that A’ C A. We write dom(f) for A’.

For a set X, we write P(X) for the set of subsets of X, and P,(X) for the set of nonempty subsets
of X.

For a set X and an element in it z € X, we write 2 to denote the infinite sequence of z; i.e.,
2N = n — 2 € XN, Similarly, for a natural number n, we write 2 to denote the n-length sequence
of z. If there is a possible ambiguity with it and n times repeated multiplication, it will be explicitly
mentioned which the notation refers to.

For two finite sequences x € X™ and y € X™, we write = :: y to denote their concatenation; i.e.,

Tk iftk<n, . . N X
(Y = When we have an infinite sequence ¢ € X", we write x :: ¢ to denote
Yp—n fk>n.

. . . Ty iftk<n ) . .
appending z in front of ¢; i.e., (z = ¢)(k) = For an infinite sequence of natural

plk—n) ifk>n.
numbers ¢ € NN, we write ¢,, to denote the length n finite prefix of ». And, ¢~ denotes the shifted
sequence defined by n — ¢(n) + 1. Similarly, < denotes the shifted sequence defined by n — ¢(n) — 1.
For a partial function f : A — B, we write f |. to be the total function from A to B U {c} defined
by

f(z) if z € dom(f),
T

c otherwise .
For a function f: A — B, we write f [/ to denote the domain restriction of f on A" C A.
When we have an expression e(x) that has a free variable z, we often write e(dJ) to denote the

function x + e(x). For example, we write (=1 to denote z +— 271

When we have an expression
e(z1,- - ,2,) that has n free variables, we write e(0Jq,--- ,0,) to denote (1, ,2,) — e(x1, -+, Tpn).

For example, we write Oy + Os for (z,y) — = + y.
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Chapter 2. Computable Analysis

2.1 Discrete Computation

Let us start with discrete computation that we are already familiar with. Suppose we are asked
to compute a function f : A — B. Here, A and B are some sets, and f is a datum that connects an
element of A to some element of B. To solve the problem, we need to define what it means to compute
anything. Turing machine provides a formal foundation of computing over the set of natural numbers;
given a Turing machine M, its semantics is a partial function [M] : N — N where dom([M]) is the
set of inputs that make the machine terminate. Using natural numbers, which are data that machines
receive and return, the sets A, B can be dealt by the machines when we number them.

A numbered set is a pair (A,m4) of a set A and a partial surjective function 94 : N — A. For
x € A, if it holds that na(n) = x, we say n represents x as a datum that implements = with regards
to na. Regarding the relation, it becomes clear what it means to compute a function f : A — B by a
Turing machine: for two numbered sets (A4,7n4) and (B,np), a Turing machine M computes a function
f+ A — B if the following holds for all z € A:

n([MI(n) = f(z) for all n €y [{a}].

The equation above implicitly requires that [M](n) is well-defined. Replacing [M] with any arbitrary
partial function F' : N — N from above, we say F' tracks or realizes the function f. And, in the case there
is a Turing machine M that computes F, i.e., [M] = F, we say f is computably tracked or realized by
F.

The only restriction on having a set be numbered is to admit a partial surjection from N. Hence,

any countable set can be numbered. Here are some examples.
Example 2.1.
1. the emptyset O can be trivially numbered.
2. The singleton set 1 = {*} can be numbered by 71(n) = * for any n € N.
3. The set of two elements 2 = {tt, ff} can be numbered by 7, where 7,(1) = tt and 72(0) = ff.
4. Any finite set 7 can be numbered by 7, where 1, (k) =k € .
5. The set of natural numbers N can be numbered by ny where ny(n) = n for any n € N.

6. The set of integers Z can be numbered by 77 where 17(2 x k+ 1) = k and 1z(2 x k) = —k for any
keN.

7. The projections p1,ps : N — N of Cantor pairing (n,m) = (n+m) - (n+m+ 1)/2 4+ n such that
p1({n,m)) =n and pa({n, m)) = m are computable. Given two computable functions f,g: N = N,

the function f x g : n+— (f(n),g(n)) is computable.

8. Consider any two numbered sets (A,n4) and (B, np). The set-theoretic Cartesian product Ax B =
{(a,b) | a € AANDb € B} can be numbered by naxp = (n,m) — (na(n),ns(m)). Note that the

projection functions 74 : A X B —+ A and g : A X B — B are computable.
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9. Consider any two numbered sets (A,n4) and (B,np). The set-theoretic disjoint union A + B =
{(n,2) | (n=0Az€ A)V (n=1Az € B)} can be numbered by

Nars({(n,m)) =z = (Mm=0Axz=na(m))V(n=1Az=mng(m)).

Note that the injection functions 14 : A — A+ B and 1 : B — A+ B are computable.

10. the set of rational numbers Q can be numbered by ng({(n,m)) = nz(q)/nz(m).

For a rational number ¢ € Q, let us write ggp € N to denote the number of g.

11. Consider any two numbered sets (A,74) and (B,7z). The set of computable functions B4 := {f :
A — B/ f is computable} can be numbered by nga where

nga(n) = f & n’th Turing machine realizes f .

12. Most reasonable operations (whatever it means) are computable.

2.2 Type-2 Computability

When the set that we are interested in is beyond countable, it is impossible to make it numbered.
For example, of real numbers, having the cardinality of Continuum, it is not possible to be represented
by the set of natural numbers. Hence, classical Turing machines cannot be used. Instead, we use type-2
Turing machines for our model of computation.

Intuitively, a type-2 Turing machine is a Turing machine that reads an infinite string and writes an
infinite string in its one-way infinite output tape. The output tape is one-way in the the sense that once
it writes on its output tape, it cannot be modified later. The motivation is as follows. Though such
a machine runs forever reading and writing infinite strings, at each time frame, it only reads a finite
portion of its input and writes a finite portion of its output. And, the finite portions of its output are
what the users will observe. If we allow the machine to fix its output, it is possible that what the user
observes at a certain time frame is wrong in the sense that they get fixed later, such that they are not a
part of the infinite output any longer. Each observation of the output, though it will never be the entire
output of the machine, has to be correct finite portions of the output.

A type-2 machine’s semantics is a partial function from the set of infinite sequences of natural num-
bers to the set of infinite sequences of natural numbers; i.e., for any type-2 machine M, the interpretation
of it is a function [M] : N¥ — NN, We call a function F : N¥ — NN computable if there is a type-2
machine whose interpretation is F'. As the precise definition of Turing machines does not really matter
(see [AB09, Chapter 1: The computational model - and why it doesn’t matter]), we also do not need to
define what type-2 Turing machines are in a precise form. Instead, here is an alternative definition of

computable functions:
Definition 2.1.

1. An oracle Turing machine M7 is a Turing machine with an additional instruction QUERY(n).
When an oracle machine M” is equipped with an oracle ¢ € NV, its QUERY(n) with a query n € N
in M returns ¢(n). See that it can be identified with a function of type [M’] : N¥ x N — N
where [M](¢,n) = [M*#](n).

12



2. A partial function f : NN — NN is computable if there is an oracle machine M’ such that
[M?](¢,n) = f(p)(n) for any ¢ € dom(f) and n € N.

Intuitively, a function f : N¥ — NN is computable by a type-2 machine if there is an ordinary
machine that can access its input ¢ € NN by inquiring some of its entries such that when we feed an
additional n € N, the machine prints n’th entry of f(¢).

Unlike N, the set NY poses interesting nontrivial structures:

Definition 2.2 (The standard topology on NN [Wei00, Definition 2.2.2]). The standard topology on
N is the topology generated by taking {a :: N¥ | @ € N*} as a subbase. Equivalently, when we define
a metric m(p1,2) = inf{27" | 3a € N". Jp}, 0 € NN o1 = a = ¢} Ay = a :: ¢}, the standard
topology coincides with the metric topology.

Intuitively, a function f : NN — N is continuous if and only if f(,) does not depend on the infinite
information of ¢ in the sense that there is e such that for any ¢’ where m(yp,¢’) < €, it holds that
flp) = f(¢). Similarly, a function f : N¥ — NN is continuous if and only if f(¢)(n) depends only on
some finite portion of ¢. Further supposing that f(¢)(n) is decided (whatever it means) by the finite

portion of ¢, the function f gets computable.

Theorem 2.1 ([Wei00, Theorem 2.2.3]). Any computable partial function f : N¥ — NV is continuous
with regards to the standard topology on NN and the subspace topology on dom(f) € NY.

Let us write C(NY,NY) to denote the set of continuous partial functions from NN to NN and
C# (NN NY) to denote the set of computable partial functions from NY to NN. The above theorem
ensures that Cyu (NN, NY) € C(NN,NN) holds where being a proper subset is due to a cardinality issue.

There are only countably many machines whereas there are uncountably many continuous functions.
Lemma 2.1.

1. ([Wei00, Lemma 2.3.18]) For any computable F,G : N¥ — NN the composition G o F : N¥ — NN

is computable.

2. Consider the paring ((J;,0g) : NN x NN — NN defined by the following interleaving:

alk) ifn=2k,
Bk) ifn=2k+1.

(@, B) = s

The projections p, pa : NY — NN such that p; ({(a, 8)) = a and p2({(c, 3)) = B hold are computable.
3. Consider the embedding (OJ) : (NY)Y — NN defined by the Cantor pairing:
((bn)nen) = (n,m) = @n(m) .
The projection p : NN — NN such that p(n :: ((¢;)ien)) = @5 is computable.
And, here comes the utm and smn theorems:
Theorem 2.2 ([Wei00, § 2.2]).
1. There is a bijection i from N to C(NN,NN). Let us write 7, to denote 1(¢p).

2. There is a computable partial function w : N — NN such that w({¢1, ¢2)) = 1, (¢2)-
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3. For any computable partial function p : NN — NN, there is a computable function s : NN — NN
such that p({c, 8)) = 15(a)(B)-

The above theorem says there are not that many continuous functions in that continuous partial
functions from N to N¥ can be indexed by i : N¥ — C(N¥ NN). And, there is an universal machine u
where when we input (1, p2), it runs s on the ¢;’th function.

Lastly, there is an alternative characterization for computable functions.

Theorem 2.3 ([Wei00, Lemma 2.3.12]). Let us write ¢ € NY be a code of f: N¥ —~ NVifn = f. A

partial function f : NN — NN is computable if and only if it has a computable code.

2.3 Rep the Category of Represented Sets

2.3.1 Representations

We represent a continuous set (a set of Continuum cardinality) using a representation. Given a
continuous set A, a representation of A is a partial surjective function 64 : N¥ — A. For an element
x € A, when an infinite sequence of natural numbers ¢ € NV satisfies §4(¢) = z, we say ¢ represents
x with regards to 4 or ¢ is a §4-name of x. An element x € A is d 4-computable if there is a § 4-name
¢ € NN of x that is computable by a Turing machine; i.e., there is a Turing machine M where [M] = ¢.
We often write ¢ 14,5,y @ for 64(p) = =.

For two represented sets (A,04) and (B,0g5), a function f : A — B is realized or tracked by
F: NN —~ NV if for any = € A, for each §4-name ¢ of z, it holds that dg(F(¢)) = f(z). In other words,

the diagram commutes in the domain of 0 4:

A—1 B
5A 5B

N N
N —— N

In the case, we write F' -4 5,)~(B,s55) f- When F' is computable, we say f is (d4,0p)-computably
realized by F. And, when F is continuous, we say f is (04, dp)-continuously realized by F. When it
is obvious from the context which representations underlie, we often omit the prefix (64,05)-. For a
represented set A, we write |A| to refer to the underlying set of A and da to refer to the representation

of A. When there is no possible ambiguity, we often simply write A and d4 to refer to |A| and da.
Example 2.2.

1. Any numbered set A = (A,74) can be represented by 64 : N¥ — A where

da(p) = nalp(0)) .

We call a representation on a countable set A standard if there is a numbered set that generates
the representation in the above way. Let us write 0, 1, 2, N, Z, and Q to be the represented sets

of 0, 1,2, N,Z, and Q that are generated from the numberings in Example 2.1.

Computable functions in the setting of numbering are computable in the setting of represented

sets.
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10.

We call a function dcauchy : NN — R such that
dcauchy () =2 & |z —ngle(n)) <27" foralln e N

the standard representation of real numbers. In words, ¢ represents a real number x when it encodes
a sequence of rationals that rapidly converges to x; a sequence of real numbers (z;);eny C R is said
to converge rapidly if there is € N such that | — x,,| < 27" holds for all n € N. Let us write

RCauchy for (R7 5Cauchy)'
For any represented set A = (A,d4), the identity function id4 : A — A is trivially computable.

For any three represented sets A, B, C and continuously (computably) realizable functions f : A —
B, g: B — C, their composition go f : A — C is continuously (computably) realizable.

For two represented sets A = (A4,d4) and B = (B, dp), the set-theoretic Cartesian product A x B

can be represented by d4x p that is defined as follows:

SaxB({p1,02) = (z,9) = @ilbazApbpy.

Let us write A x B be the represented set (Ax B,daxp). Let us call 64« g the product representation
of 4 and 0. The projections w4 : A x B — A and g : A x B — B are computable.

For represented sets A, B, X and continuously (computably) realizable f : X -+ Aand g: X — B,
the map f x g: X 22— (f(z),9(x)) € A x B is continuously (computably) realizable.

For two represented sets A = (4,d4) and B = (B, dp), the set-theoretic disjoint union A + B =
({0} x A) U ({1} x B) can be represented by d41p that is defined as follows:

Sarp(n@)=(nz) = (m=0Aplkaz)V(n=1Aplgx).

Let us write A+B be the represented set (A+ B, 04+ p) and call d 44 g the coproduct representation
of 64 and ég. The injections tg : A — A+ B and g : B — A+ B are computable.

For represented sets A, B, X and continuously (computably) realizable f: A - X and g: B — X,
the map

fly) itz =1aly),

g(y) ifx=15(y),

f+g9g:(A+B)>z+—

is continuously (computably) realizable.

For represented sets A, the conditional function Conda : |2 X A X A| — |A] defined by
Conda (tt, z,y) = « and Conda(ff,z,y) =y

is computable.

For a represented set A = (A,d4) and a subset B C A, a representation dp of B is a subrepresen-

tation of 0 4 when it is defined by
olp) =z & da(p)==x forallze B.

Let us write (B,dp) € A to denote that dp is a subrepresentation of d4. And, let us write
subp(A) to denote the represented set (B,dp) where (B,dg) C A. See that the subset inclusion
subgp(A) — B is realized by id : N — NN,
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11. More generally, for a represented set B, a set A, and an injective function ¢ : A — |BJ, the

subrepresented set induced by 1 : A — |B| is a represented set A on A defined by
plFaz & gl ).
See that the injective function ¢ : |A| — |B| is computable.

12. For two represented sets A = (A,04) and B = (B, dp), the set of continuously realizable functions
C*(A,B) can be represented by §z4 which is defined as follows:

© ”—(;BA f = UM Fa_B f .

In words, ¢ represents f if ¢ is a code of f. Let us write B4 be the represented set (C*(A, B),6z4)
and call 6ga the function representaion of §4 and §p. The evaluation map eval g : C*(A,B)x A —

B is computable.

13. For any represented sets A, B, C, and a computable (continuously realizable) function f : |[Cx A| —

|C|, its transpose f : |C| — |B?| is computable (continuously realizable).

14. For a represented set A = (A,d4), define Seq(A) = (A", §) be a represented set of infinite sequences

based on the Cantor pairing:
5(<(<Pz‘)z'eN>) = (zi)ien & @ilFax;forallieN.

The entry access function accessy : AN x N — A is computable with regards to the standard

representation of N.

See that any infinite sequence f : N — A is continuously realizable. Hence, the set of infinite
sequences of A coincides with C+(N, A).

The above examples suggest that when we collect represented sets and continuously (computable)
realizable functions, they form a very well structured category. Let us write Rep to be the category of
represented sets with computable functions as morphisms. And, Rep.,,; be the category of represented
sets with continuously realizable functions as morphisms. In this dissertation, we are mostly interested
in Rep, and otherwise it is explicitly mentioned, we refer to Rep by saying the category of represented
sets.

The category Rep is Cartesian closed with 1 being a terminal object, 0 being the initial object, A x B
from Example 2.2 (5) being a product of A and B, A + B from Example 2.2 (7) being a coproduct of
A and B, and B2 from Example 2.2 (12) being an exponential object of A and B.

Note that even when we take only computable functions as morphisms, the underlying set of an
exponent is the set of continuously realizable functions. Hence, a realizer of a morphism B4 — C must
not assume that a name ¢ of a function f € |[B#| is computable.

We often write A — B instead of BA. The symbols x,+ seen as operators are left-associative,
meanwhile — is right-associative. That means, A — B — C denotes A — (B — C), A x B x C denotes
(A xB)xC, and A + B + C denotes (A + B) + C. The precedence of the symbol X is the highest and
the precedence of the symbol — is the lowest amongst the three. That is, we parse A+ B - Bx C+B
as (A+B) — ((BxC)+B).

Putting represented sets into the framework of category theory, it provides a natural way to define

relations between represented sets. Note that a set can admit many different representations. For
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example, the underlying sets of Seq(A) and N — A are identical as the set of infinite sequences of
elements in A. However, they are represented in different ways. And, this leads to a very natural
question: which one is right to use?

Two represented sets A = (A4,4) and B = (B, dp) are equivalent A = B if they are isomorphic in
Rep: i.e., A and B are equivalent if there are two computable functions f : A — B and g : B — A where
fog=1id4 and go f = idg hold. Being equivalent is justified that when A = B, there is a computable
translation back and forth. Hence, a computable function f : B — C can be automatically transformed
to a function g : A — C. For example, we can easily see that 2 = 1 + 1. The following lemma states

that it does not matter in which specific way the set of sequences is represented:
Lemma 2.2. For any represented set A, the represented sets N — A and Seq(A) are equivalent.

In Example 2.2 (2), we defined a representation of real numbers and named it the standard repre-
sentation of real numbers. The name suggests that the representation is the representation that we are
particularly interested in. Let us conclude this subsection revealing some (but not all) properties of the

representation.

Example 2.3 (Operations using Rcauchy ). The constants 0,1 € R, the real number addition Oy 4 0s :
R x R — R, the real number subtraction [J; — s : R x R — R, and the real number multiplication
O x0s : R x R — R are computable.

However, the order relations [y < s, [0; >y : R X R — 2 and the identity relation [0} = s :
R x R — 2 are not computable.

Proof. The computability results can be easily shown. See [Wei00, Theorem 4.3.2] for a reference.

For the noncomputability result, see that if O, < O or [y > [y was computable, we can have
if x < ythen falseelse if y < x then false else true to compute x = y. Hence, we only
need to show that O0; = Oy is not computable. Suppose there is a continuous realizer 7 : N¥ — NN
of 0; =0 : Rx R — 2. See that (0g)" is a name of 0 € |Rcauchy|- Hence, 7({(0g)Y, (0g)Y)) =
0 :: ¢ for some ¢ € NN which is a name of ¢ € |2|. Since 7 is continuous, there is m € N where

for any («, ) such that d(( N (0g)N)) < 27™, it holds that 7({a,8))(0) = 0. However,

ifn<m L . .
when we define @ = n , which is a name of 27™7!, since 27™~! £ 0, it
(27m=1)g otherwise.

has to be that 7({«, (0g)Y)

1)(0) = 1. Tt is a contradiction since by the definition of the interleaving,
d({e, (09)"), {(0)", (0g)")) < 27™ holds. O

Remark 2.1. The category of represented sets being a Cartesian closed category, we can use its internal
language, which is a typed lambda calculus, to construct various objects in the category: represented sets
and computable functions. There are two different approaches to finding a computable function. The first
classical way is to specify a set-theoretic function that we are interested in and argue its computability.
The second, more preferable approach is to use the internal language to construct computable functions
at once.

It is a typed lambda calculus where represented sets are types and morphisms are terms. The
biggest advantage is that we can use variables for defining morphisms. First, note that the function

(half : |Rcauchy| = |Rcauchy|) == & — x/2 is computable. Using it, we simply write

270 = nat_reCRe, oy (1, A(m 1 N). A(2 : Reaucny)- half(x))
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to define the mapping N 3 n +— 27" € R. Here, nat_recp for a represented set A is a primitive recursor
natreca :A - (N—-A 5 A)->N—- A
that is defined by
natreca * f 0=2x and natreca = f (n+1)= fn (natreca z f n)

where its computability is left as an exercise.
Nested lambda expression A(z1 : Aq). -+ Ma, : Ap). t(z1, - ,2,) denotes a morphism of type
A, - As — ---A,, — B. For convenience in the presentation, we often convert it to a n-ary function

A; x--- x A, — B by implicitly uncurrying it.

2.3.2 Partial Functions

Thus far, only total functions were subject to being computed or realized. Though underlying
representations and realizers were allowed to be partial, functions that to be realized had to be total.
However, it is not always the case that we are interested in computing total functions. For example, the
multiplicative inversion of real numbers, which we obviously want to compute, is a partial function that
is not defined at zero.

An obvious choice of the definition for realizing a partial function would be as follows. Given
two represented sets A and B, a partial function f : A — B is realized by F : NN — NN if F realizes
J :dom(f) — B with regards to subgom(s)(A) and B. And, say f is computable (continuously realizable)
if there is a computable (continuously realizable) realizer.

A downside of this definition is that for two represented sets A and B, there is no represented set,
in general, for the set of continuously realizable partial functions from A to B. Suppose F' realizes a
function f : A — B. Then, for each subset S of A, its restriction f [g: A — B is realized by F. Since
any constant function can be continuously realized, the cardinality of the set of continuously realizable
partial functions is at least the cardinality of the powerset of A. Hence, when A is continuous, the set of
continuously realizable partial functions from A to B does not admit any serjection from N,

Hence, in order to refer to a computable or continuously realizable partial function in Rep, we need
to specify the domain. That is, we cannot quantify over all continuously realizable partial functions from
a represented set to another represented set. (We cannot have A(f : A — B).¢(f) for example.)

The reason is simply that there are too many of them. A realizer F' of a partial function f: A — B
is allowed to do anything when a name ¢ of an element of A not in dom(f) is given. That means, F(y)
can either diverge (i.e., ¢ ¢ dom(F')) or return anything (i.e., ¢ € dom(F) but F(¢) does not need to
mean anything).

We can refine the set of continuously realizable functions by forcing the behaviour of their realizers
on wrong inputs as in classical computability theory. A partial function f : A — B is strongly realized by
F NN —~ NN if for any x € A, when 2 & dom(f), for any ¢ such that ¢ I-a @, it holds that ¢ & dom(F).

Definition 2.3. For two represented sets A and B, define C°(A,B) be a represented set of the set of

continuously and strongly realizable partial functions from |A| to |B| whose representation is as follows.

plrecras) [ (M Fsubyom sy (a)»B [) Adom(n,) = 54" (dom(f))

See that, by definition, each f € |C”(A,B)| has a name. And, each ¢ can represent at most one
felC(A,B)].
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We see if the definition is effective in that if there is a represented set B’ where A — B’ is equivalent

to the represented set of strongly and continuously realizable partial functions from |A] to |B].

Definition 2.4 (Lazy Lifting). Lazy lifting is an endofunctor b : Rep — Rep. The functor on a repre-
sented set A = (A,d4) is DA whose underlying set is AU {ba } and representation d,, is

0V IFya ba and 0™ @~ Iks , & 1 @lFa 2 for any m € N.

In words, only the infinite sequence of zeros realizes ba. And, a shifted sequence ¢~ with a prefix of
finitely many zeros realizes what ¢ realizes in A.

The functor on a morphism f : A — B is defined to be

fla) iaAba,

by otherwise .

b(f):z—

When F' is a computable realizer of f, see that the following procedure computes b(f). Suppose ¢ is a

name of some = € bA. Repeat the following with increasing n by 1 starting from n = 0.
1. when ¢(n) = 0, append 0 in the output tape
2. when p(n) # 0, i.e., when ¢ = 0"~ :: 4)> for some v, append F(1))” in the output tape.

In other words, append 0 until we find a nonzero element from . If there is a nonzero entry in ¢, it
means x is not b5, and its original name is the infinite string starting from the entry shifted back. Hence,
in this case, apply F on the name, shift the result, and print it on the output tape.

See that the above procedure only requires F' to be continuous and is computable when F' is seen

as an input. O

Let us remove the subscript A from b4 if it is clear from the context or is irrelevant which represented
set the added element belongs to. Subscript is needed to be explicitly written only when we lift a
represented set twice thus that there are two added elements ba and b,o that are distinct.

For a represented set, b in its lazy lifting denotes nontermination. See that for any ¢, we cannot, in
a finite time, decide if ¢ represents b or not; only infinitely many consecutive zeros represent b. However,
after reading a finite portion, it is possible that consecutive zeros end. In this case, the sequence will
realize something different from b.

For a partial function f: A — B, let us say f|,: A — BU{b} the lazy extension of f.

Lemma 2.3. Consider represented sets A, B. A partial function f : |A| — |B| is continuously (com-
putably) and strongly realizable if and only if its lazy extension (f |,) : |A| — [bB] is continuously
(computably) realizable. More specifically, the mapping (f — f |,) : C°(A,B) — (A — bB) is an

isomorphism.

We can refer to the set of continuously realizable partial functions by (A — bB) and a strongly
computable partial function by f: A — bB.

After characterizing an important class of partial functions, we can think of its dual notion.

Definition 2.5 (Co-lazy lifting). Co-lazy lifting is an endofunctor § : Rep — Rep. The functor on a
represented set A = (A,04) is #A whose underlying set is AU {fa} and representation dsa is

@ lksa ta & In.p(n)=0
(p> ”—ﬁAl‘ = (,O“—A.Z‘.
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In words, any sequence containing 0 represents the special element 4. And, ¢ represents x # fia if and
only if it does not contain 0 and when we shift it by —1, it represents = in A.

The functor on a morphism f : A — B is defined by

fl@) ifx#ia,

iB otherwise.

8f):z—

When F is a computable realizer of f, and ¢ is a name of an input, see that computing F(¢p<)~
while searching for 0 in ¢ and append 0 if there is, computes #(f). Also, this procedure extends to all

continuously realizable functions and is computable regarding F' as an input.

Similarly, we drop the subscript from f if it is clear from the context or is irrelevant.

As b classified a class of partial functions, f as well classifies another class of partial functions.

Definition 2.6. A partial function f : |[A| — |B| is weakly and continuously (computably) realizable if

f 14 as a function from |A| to |{B]| continuously (computably) realizable.
See that, by definition, any partial function that is weakly or strongly computable is computable.

Remark 2.2. A partial function is strongly computable if and only if its domain is semi-decidable and
is weakly computable if and only if its domain is co-semi-decidable. A partial function is both strongly

and weakly computable if and only if its domain is a decidable subset.

We defined the various notions of computing partial functions because we need them to analyze

some essential partial functions.

Example 2.4. Consider 2, N and Rcauchy-

1. The multiplicative inversion as a partial function 0~' : R — R that is not defined at 0 is strongly

computable. Hence, its lazy extension ™" is a morphism from Rcauchy t0 DRcauchy-

2. Define [y < : R x R — 2 be a partial approximation of the real number comparison test such
that
t oifr<y,
r<y=
ffifx>y.
See that dom((; <Ug) = {(z,y) € R? |  # y}. The partial function is strongly computable. In

other words, its lazy extension [y < |, Oz is a morhpism from Rcauchy X Rcauchy to h2.

3. The limit operation lim : RY — R as a partial function such that dom(lim) = {(z;)ieny € RY |

(z;)ien converges} is not computable.

4. Instead, define a refinement lim : RY — R by restricting the domain to {(z;);eny € RY | 32. 2 €
R A |z —x;] < 27"} In words, lim is defined only at rapidly converging sequences. Then, the
partial function lim : RY — R is weakly computable. That means, its colazy extension lim ly is a

moprhism from N — Rcauchy t0 fRcauchy-
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2.4 Applicative Functors and Monads

Endofunctors perform as type constructors in the internal language of a category. For example, when
A is seen as a data type, bA is another data type that is deeply relevant to A. It is deeply relevant in
the sense that for a morphism f : A — B, we automatically get a computable mapping b(f) : bA — bB.

For example, instead of defining a function —'(J : b2 — b2 that maps &t to ff, ff to ¢, and b to b, then
proving its computability, we can extend b(—0: 2 — 2) : b2 — b2 which is exactly the desired function.
And, the computability comes free.

However, it is not that straightforward when the function we want to lift accepts multiple arguments.

Let us see three examples that require different ways of lifting.
Dl +|:|2 : RCauchy ><]RC;)Luchy — RCauchy7 CondA (12X AXA — A, and D*Ub : RCauchy — b]-{Cauchy~

Consider the first example, [y +0s : Rcauchy X Rcauchy — Rcauchy. Suppose by some computation
involving partialities that we get lazy real numbers .,y : PRcauchy. We are not sure whether x,y are b
or not. However, without revealing those, we can think of adding the two lazy real numbers where the
result is also a lazy real number that happens to be b when x or y is b. Formalizing it, we desire the
function

4y ifz#bAy#b,

b otherwise.

(z,y) —

See that this is of course not b(; + Os) : b(Rcauchy X Rcauchy) = PRcauchy. This example illustrates
the case where we want b in the domain distributes through its products.

For the second example, Conda : 2 X A X A — A the conditional, suppose we have a lifted Boolean
b : b2 obtained by comparing two real numbers. We can think of branching according to b such that
when b = tt, we take the first branch, when b = ff, we take the second branch, and when b = b, we simply

return b. The version of lifting we require is

r if b=t
b if b=hb.

That means, we only want to lift the first argument of Conda : 2 x A x A — A, whereas b(Conda) :
b(2 x A x A) — bA.
The last example, O~ : Rcauchy — PRauchy is when we want to lift a mapping whose codomain

is already lifted. When we simply lift it b(~%), its codomain is bbRcauchy that 0°(-1) =bg . “and
p2(=1h)

=bhr . However, since b denotes nontermination, there is no need to have two distinct bs
Rcauchy Cauchy ’ )

in the codomain.

We can, of course, define the liftings for each endofunctor on an ad hoc. For the case of b : Rep — Rep,
it is obvious how to define those. However, there is a remaining question if there is a natural and uniform
way to define the liftings and if the above examples follow the standard approach.

Consider any category C with a terminal object 1 and every products'. An endofunctor F : C — C

is lax monoidal if it is equipped with a morphism € : 1 — F(1) and a natural transformation

aap: F(A) x F(B) — F(A x B)

1To be precise, C needs to be monoidal. However, the categories used in this dissertation have a terminal and products,

and we use only the monoidal structures of the categories based on those.
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such that the coherence conditions defined by the following three diagrams are satisfied:

(F(A) x F(B)) x F(C) —— F(A) x (F(B) x F(C))

aA’Bl lianBYc

F(A xB) x F(C) F(A) x F(A x B)
F((AxB)xC) ———— F(Ax(BxC))

exid idxe

1x F(A) — F(1) x F(A) F(A)x1 —— F(A) x F(1)

I S

F(A) +—— F(1xA) F(A) +—— F(A x1)

In consequence, when F' is lax monoidal, for any n-ary morphism f : A; x ---A,, — B, we can
naturally define its lifting
ff:F(A) x---x F(A,) = F(B)

by consecutively precomposing appropriate o on F(f). The coherence condition ensures that it does not
matter in which specific order the « is precomposed.

See that b : Rep — Rep is lax monoidal with € : * +— %, and aa B : (z,y) — (z,y) when z,y # b, and
b when z =bVy=h.

For an endofunctor F': C — C, its tensorial strength is a natural transformation
BaB:AXxFB)— F(AxB)

that satisfies the coherence conditions defined by the following diagrams:

(A x B) x F(C) Paxm.c F(AxB)xC) 1xF(A) 2% F(1xA)
A><B><F(C)ldXﬁBchF(AxC)5ABXC F(AxBxCQC) \

In consequence, when F' is equipped with a strength 3, for any n-ary morphism f: A; x--- A, — B,
we can lift a specific domain, say i’th, by precomposing the isomorphism A x -+ x F(A;) X -+ X A, &
A; x - x A, x F(A;), the natural transformation §, and the isomorphism F(A; x ---A,, X A;) &
F(A; x---A,) on F(f). Let us write the lifted morphism by

flitAlx - x F(A) x---x A, = F(B).

See that in the case of b : Rep — Rep, the natural transformation Sa B : (x,y) — (z,y) when y # b,
and b when y = b is a strength.

An endofunctor F' : C — C with natural transformations 7 : I — F (unit) and p : F? — F
(multiplication) is a monad if the coherence conditions (i) ua o npa) = idpa) = pa © F(na) and (ii)

pa © pra) = pa © F(ua) hold. In other words, the following diagrams commute.

A) — R p2A) F3A) A 24
F(na) \ F(pa)
—"A L F(A)  F%(A) —E2  F(A)
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When (F,n, ) is a monad, for a mapping f : A — F(B) to a lifted codomain, we can lift only its
domain (up o F(f)) : F(A) — F(B).

A functor that is lax monoidal and has a tensorial strength is called applicative functor. And, a
monad with a tensorial strength is called strong monad. See that a strong monad automatically is an

applicative functor that we can derive the a by

F(BaB)
—=

F(A) x F(B) 222, p(F(A) x B) F(F(A x B)) “22 p(F(A x B))

where 8 g : F'(A) x B — F(A x B) is defined by 8a B and the commutativity of products. One
important remark is that applicative functors are composable whereas monads are not in general.

When we have an endofunctor, it is preferred to check if it is an applicative functor, a moand, or a
strong monad. Of course, the most preferred one is a strong monad.

Consider an endofunctor F' : Rep — Rep whose mapping on morhpisms can be extended to con-
tinuously realizable functions. In other words, consider a functor F' : Rep — Rep where there is
a mapping (aB : |A — B| — |F(A) — F(B)| such that (ag(f) = F(f) for every computable
f € hompgep(A,B). Let us call an endofunctor F' : Rep — Rep extensible if the mapping appears as a
morphism (Ao B : (A = B) = F(A) — F(B).

Lemma 2.4. An endofunctor is strong if it is extensible.

Proof. Define
Bas =A(z,y) : AxX F(B)).(BaxB (A(z:B). (z,2)) y

and check that the coherence conditions are satisfied.

Example 2.5. The lazy and co-lazy lifting functors are monads with the units and multiplications:

b b bA ifl‘:bbA,
nAlm'—).’I}' /,LA:.'I/"—>

x  otherwise,
and
# # ﬂA if v = ﬂﬂA7
Na 1T T [y 1T+
x  otherwise.
See that the mappings are computable. The desired coherence conditions can be verified easily.
They also are extensible that the definitions of b : f + b(f) and § : f +— #(F') do not require f to be
computable, and the procedures of obtaining realizers of b(f) and #(f) are computable.

See that the desired liftings from the examples at the beginning of this section are

(Dl + DZ : RCauchy X RCauchy — :R«Cauchy)Jr : I)];{Cauchy X b:RfCauchy — I):RfCauchya

(Conda :2x A x A — A)11:h2x A x A =DHA,

and

(D_l b: RCauchy — bl:{Cauchy)Jr : b]~:{'Ceuuchy — b]-:{'Ca»uchy-

Formally speaking, a lax monoidal functor is a tuple (F,¢,«), a monad is a tuple (F,n,u), an
applicative functor is a tuple (F, ¢, «, 8), and a strong monad is a tuple (F,n, i, «, 3). However, we often

write F' to refer to the structure without writing all the components of the structure explicitly. And,

23



when it is needed to refer to the component, we simply write the corresponding roman alphabet. For
example, when there is a monad F' in the context, we write 7, for example, to refer to the unit of the
structure that F represents. When there are multiple structures in the context, for example, F' and G,
we put superscripts to distinguish to which structure the components belong. For example, we write n
to denote the unit of F' and % to denote the unit of G.

2.5 Real Number Computation

2.5.1 With or Without Computational Content

Not all representations are of interest. In Example 2.2, we introduced the standard representation
of real numbers. The terminology itself suggests that the representation is the one that we are interested

in amongst many different partial surjections from NV to R.

Definition 2.7. Consider a represented set A = (A,d4). The nc relation of A is a reflexive binary

relation on A defined as follows:
tCay & 3Jped ({z}).VneN. yeda(p, = NY).

In words, there is a name ¢ of x where with any finite prefix of it, we cannot determine if ¢ represents x
or y. An element of x € A is nc or is without any computational content if z o y holds for any y € A.
A represented set A is ne or is without any computational content if every elements in |A| are.

In contrast, a represented set A is separated if x Ca y holds if any only if x = y.
Example 2.6.
1. The represented empty set 0 and any represented singleton, including 1, are trivially nc.
2. The represented sets 2, N, Q are separated.
3. For any represented set A, b is an nc element in bA.

4. Consider a represented set Ryaive = (R, Opaive) where

Onaive(p) =2 & lim nole(n)) ==z .

n—oo
In other words, ¢ is a name of a real number  when ¢ is an encoding of a sequence of rational

numbers that eventually converges to x. The represented set is nc since a finite prefix of a name

does not say anything about the number that the sequence converges to.
5. The represented set Rcauchy is separated.

6. For any represented set A = (A,d4), there is a nc representation A, = (A,d4,,) which is defined
as follows:

olra,.z & 3. P lraxzATLeEN". o=L:=:0:¢~.

Intuitively, 0 is a token to reset naming. When ¢ is a d4-name of z, any sequences of natural
numbers that ends with 0 :: ¢’ is a name of x in A,.. It is nc that any finite prefix of a sequence

does not determine anything of what the whole sequence represents.

7. For any nc represented set, its subrepresented set is nc. And for any nc represented sets, their

product representation is also nc.
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8. In contrast, for any separated represented sets, their subrepresented sets and products are sepa-

rated.

Lemma 2.5. Any continuously realizable function f : |A| — |B| preserves the nc relation; i.e., if x Ca y,
it holds that f(x) Cg f(y).

Proof. Suppose any x,y € A such that x Ca y. There is a name ¢ of x and (¢p)nen of y such that
Yn € @pn :: NN holds for all n € N.
Since f is continuously realizable, there is a continuous realizer 7. Consider the name 7(p) of f(x).

Since 7 is continuous, there is the modulus of continuity m : N — N at ¢ such that 7(¢.,n)) € 7(¢),

for all n € N. Therefore, 7(¢) is a name of f(x) where its every cylinders contains a name of f(y). O
Corollary 2.1.

1. There is no non-constant continuously realizable function from a nc represented set to a separated

represented set.

2. There is no non-constant continuously realizable partial function from an nc represented set to a

separated represented set.

3. There is no non-constant continuously realizable partial function from A to B when A contains

an nc element, and B is separated.

The above results justify our choice of the standard representation of real numbers over the naive
representation. As the naive representation is nc, it does not admit any nontrivial partial approximation
of the comparison test. We cannot do any effective reasoning on the order of real numbers using the

naive representation.

2.5.2 Effective Representation of Real Numbers

In this section, we pay more attention to the set of real numbers and its computational structure
that representations of reals provide, hoping that there is a universal structure that is less representation
specific. The set of real numbers, classically, can be characterized by the constants 0,1 € R, the field
operators [y 4+ Oy, 0y — Oy, 0y X0y, 071, the order relation [0; <y, and the completion operator lim.
Hence, seeing real numbers from a computation perspective, the ideal representation of reals makes the
constants and operators computable.

However, we already know from Example 2.4 that the standard representation fails on making
the order relation [J; < [y and the completion lim computable. It gives a question why then the
representation is named standard. We observe that the deficiency is not due to how the standard

representation is defined.
Lemma 2.6.

1. ([Wei00, Theorem 4.1.16]) There is no representation of reals that makes the binary relations
[J; <Oy and Oy =05 computable

2. Any represented set of real numbers that makes lim computable is nc.

3. There is no represented real numbers that makes lim strongly computable.

Proof.
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2 Consider any representation R = (R, §) of real numbers. If lim : RY — R is continuously realizable,

due to Lemma 2.2, lim : |Seq(R)| — |R/| is continuously realizable.

Let 7 be a continuous realizer of lim. Consider any finite sequence of natural numbers L € N* and
the preimage 7= 1(L :: NY). If §(L :: NV) is not empty, there is ¢ where 7(¢) € L :: NY. Due to
the continuity of 7, there is some n such that for any name ¢’ of a converging sequence in Seq(R))
where m(ip, ¢') < 27", it holds that 7(¢’) € L :: NV,

Due to the definition of the pairing, for any two sequences (¢;)ien and (¢});en, the encodings

((p:)ien) and ((¢})ien) share the first n entries when @; = ¢} holds for i < n.

Therefore, for any = € R, we can make a name of a converging sequence whose initial n entries
are identical to those of ¢. Le., there is p(x) where 7(p(z)) € L :: N¥. Hence, we can conclude
§(L = NY) =R.

Assume lim : |[RN| — |R| strongly and computably realizable. Then, by Lemma 2.2, there is a
continuous realizer 7 for the lazy extension lim |,: Seq(R) — bR. Consider a rapidly converging
sequence Zp,xs, - — y. When ¢; is a name of z;, it holds that 7({(¢;)ien)) = 0™ :: ¢~ for some
m € N and ¢ which is a name of y. Due to the continuity of 7, there is some n € N such that
for all (¢!)sen where d({(¢))ien), ((@i)ien)) < 277, it holds that 7(((})ice)) (m) = (0) + 1 £ 0.
However, due to the definition of (.), there is a name of 1, z2, -+ ,2,,0,1,0,1,--- whose encoding

is not far from ((¢;);en) by more than 27™. On the name, 7 has to print 0, but it does not.
O

Regardless of how real numbers are represented, we cannot make the order relations [y <y, [y =05

computable. Though there can be a representation that makes lim computable, it is an nc represen-

tation that does not admit any nontrivial partial computable function to a separated represented set.

That means, in such representations, we cannot compute any partial approximation of [0; < s. The

observation forces us to tailor the requirement of a representation of real numbers being ideal.

Definition 2.8. A representation of reals is effective if the followings hold:

1.

2.

The constants 0,1 € R are computable.

The binary operators [l + s : R xR - R, [0 — s : R xR —- R, and [J; Xy : R x R — R are

computable.

The partial unary operator ! : R — R that is not defined at 0 is strongly computable.

. The partial binary relation O; <y : R x R — 2 that is not defined at {(z, ) | € R} is strongly

computable with regards to 2.

The partial operator lim : RY — R that is defined only at rapidly converging sequences is weakly

computable with regards to IN.

Example 2.7. The standard representation of reals is effective.

In fact, there are many different representations that are also widely used, e.g., signed digit repre-

sentations, Dedekind’s cut representation, regular Cauchy representation, and so on. For example, often

used dyadic Cauchy represented set Rgyaqic is a represented set of real numbers such that

' IFRdyadic r & Vn |93 - TIZ(SD(”))/2H| <27,
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Theorem 2.4 ([Her99, Theorem 3.5]). Any effective representations of real numbers are computably
isomorphic; i.e., if §; and 0y are effective representations of reals, there is a computable function 7,75 :
NN — NN where for any = € R, it holds that d5(71(¢)) = z for all ¢ € 67 ({x}) and 8, (12(p)) = « for all

@ € 0y ({z}).

In most cases, amongst the popular representations of real numbers, it does not really matter which
to use because they are all effective. That means they, including Rgyadic, are isomorphic objects in Rep

anyways.

2.6 Nondeterminism

Nondeterminism is essential in computable analysis. In the abstract level, a computation from a
set A to another set B is nondeterministic if for a same = € A, there are several values in B that the
computation on z may yield. This can be identified by a nonempty set-valued function f : A — P.(B)
where f(x) denotes the set of possible outputs. However, it should be clear that such a set-valued
function is not what we are going to compute; i.e., we are not going to define a representation on the set
P, (B). In order to make this distinction, realizing a function and realizing a nondeterministic function,

clear, there is a notion of multifunction.

Definition 2.9. A multifunction f : A = B is a nonempty set-valued function f : A — P,(B). Given
representations 64 of A and dp of B, the multifunction is realized by F : N¥ — NN if for any 2 € A and
its realizer ¢ IF(4,5,) @, it holds that 3y. F'(y) k(g s,) y Ay € f(x). Similarly to the case of ordinary
functions, we say f is continuously realized by F if F is continuous and f is computably realized by F' if

F' is computable.

Note that the definition of realizing multifunctions above specify our notion of nondeterminism.
For any z, the set f(z) C |B| is the set of possible results that f is expected to return regarding
nondeterminism. Note that for a name ¢ of x € A, the realizer F' only returns one element out of the set
f(z). However, the same F on a different name ¢’ of the same input = can possibly return a name of a
different element in f(z). Observe that in the level of implementation, nondeterminism does not occur.
It is crucial to distinguish this from the notion of nondeterminism caused by nondeterministic machines
[Zie05] that is not dealt in this dissertation.

A multifunction is partial from A to B if it is a multifunction from a subset of A to B. See that a
partial multifunction can be identified with a set-valued function which is the empty set when the input
is not in its domain. We write f :C A = B to denote that f is a partial multifunction from A to B. As

it was for partial functions, there are two different notions of realizing partial multifunctions.
Definition 2.10.

1. A partial multifunction f :C |A| = |B| is realized by F : N¥ — NV if f as a multifunction from
|subgom(f)(A)| to |B| is realized by F.

2. A partial multifunction f :C |A| = |B| is strongly realized by F if for any x € A that is not in
dom(f), F(y) diverges for any ¢ I-a z; i.e., dom(F) = 6" (dom(f)).

Remark 2.3. Though the data that defines a multifunction f is a set-valued function, we refrain from
writing or defining a multifunction as the set-valued function in order to avoid possible misunderstanding.

When we have a set-valued function from A to nonempty subsets of B, there are two different notions
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of realization: (1) realizing it as a function from A to P,(B) as in Subsection 2.3.1 and (2) realizing it
as a multifunction from A to B as in Definition 2.9. We write f : A = B to explicitly say that we are
interested in it to be realized in the second fashion.

Hence, instead of defining it as a function to sets, we often define a (partial) multifunction using

the notation:

Y1 ifPla

yg ifPQ,
frze

Yd lde

Here, y; is some expression in x and P; is some proposition in . The notation captures nondeterminism
in that when there are multiple P; and P; hold, the function value is y; or y; nondeterministically.

Formally, the (partial) multifunction defined by the above notation is f : z — {y; | P;} (that is defined
at {z | f(z) # 0}).

Example 2.8.

1. Given any function f : |A| — |B| that is realized by some F : NN — NN the multifunction
g:x B f(x) is realized by F.

2. Given any multifunction f : |A| = |B| that is realized by some F : NY¥ — NN a multifunction
g : |A| = |B| such that Va. f(x) C g(x) holds, is realized by F.

3. Given any multifunction f : |A| = |B| that is realized by some F : NY¥ — NN and ¢ : |A| = |B]|
that is realized by some G : N¥ — NN the multifunction g o f defined by = — Uyef(x) g(y) is
realized by G o F'.

Many essential functions are partial. For example, the order relation of real numbers can only be
partially computed under the standard representation. When a partial function is strongly computable,

the function gives us some more information on what the inputs are.
Example 2.9. For any natural number n > 1, the following choice operator

choice, :C [p2x---xb2] = |N]

1 if by =t
2 if by = tt,
= (b1, ,by) B
n if b, = tt.
is strongly computable. See that the multifunction is not defined at {(b1,- - ,by,) | Vi. b; # tt}. It receives

finite lazy boolean values and nondeterministically pick the index of a lazy boolean, which happens to
be tt. If there is no lazy boolean that is tt, it returns b.

Also, its countable version

choicey : |N—b2] = |N]|

is strongly computable. See that the countable choice function is not defined at {(b;)ien | Vi. b; # tt}.
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The nondeterministic choice is often used in practice; for example, we can approximate the sign of

a real number overcoming the partiality of testing the order relation of real numbers.

Example 2.10 (Operations using Rcauchy-). The soft sign is a multifunction

tt ifx>-27"
i ifx<2™m

sign : |Rcauchy X N| = [2] == (z,n) &

that approximates the sign of a real number with a tolerance factor 27™. It is computable by precom-
posing the pair of (z,n) — x> |, —27" and (x,n) — < |, 27™ and postcomposing m +— {m = 1} to

choose, .

Remark 2.4. With a similar reason to the case of continuously realizable partial functions, due to the
cardinality issue, the set of continuously realizable multifunctions cannot be represented in general. In
consequence, we cannot use the internal language of Rep to construct computable multifunctions. For

example, one would expect a lambda term such as
A(z : Rcauchy)- lim(A(n : N). Condre, ., (Sign(z,n + 1), 2, —x)

to denote the absolute value function. However, since sign is not a proper morphism Rep, the above
term is not permitted. This leads us to work on a more general setting where computable multifunctions

appear as morphisms.

2.7 Asm(NVY) the Category of Assemblies over N

Assembly is defined over a Partial Combinatory Algebra (PCA) where PCA provides a model of
computation. However, since we are only interested in this specific model of computation in this disser-
tation, which is a type-2 machine over NV, instead of presenting the general definition of assemblies, let

us directly head to the category of assemblies over NV (Kleene’s second algebra).
Definition 2.11.

e An assembly over Kleene'’s second algebra is a pair A := (JA],IFa) of a set |A| and a relation
IFa € NN x |A| which is surjective in the sense that for all z € |A| there is ¢ € NN where
(x,) € Fa. We write ¢ IFa 2 to denote (z,¢) € IFa and say ¢ represents x or ¢ is a A-name of

x.

e For two assemblies A, B, a set-theoretic function f : |A| — |B| is said realized or tracked by
F NN NV if
Ve € |[Al. Vo € NY. plFa 2 = 7(p) IFB f(2)
holds. We write F lFa_pg f in the case. We say such f is continuously (computably) realized
or tracked by F if F is continuous (computable). A computably realizable function is called

computable

e Let us write Asm(NY) (Asm(NY)ont) for the category of assembly with computably (continuously)

realizable functions as morphisms.

We drop subscripts when they is clear from contexts.
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Otherwise it is explicitly mentioned, we work on Asm(NY). Since we are not dealing with any other

PCAs in this dissertation, we simply say assembly to refer to assembly over N,
Example 2.11.

1. By definition, any represented set is an assembly. And, any morphism from and to represented sets

are already a morphism in Rep. In other words, Rep is a full subcategory of Asm(NV).
2. For any set A, there is a trivial assembly V A defined by
VA:= (AN x A) .

Any set-theoretic function f : A — B is computable as a morphism from VA to VB. In other
words, the category of sets Set is a full subcategory of Asm(NV)

3. There is a forgetful functor T' : Asm(NY) — Set where I'(A) is the underlying set |A| and T'(f) is
the function f. The forgetful functor is left adjoint to V.

The category of assemblies Asm(NY) also satisfies the properties that we were interested in for Rep.
Remark 2.5. The category of assemblies Asm(NV) is Cartesian closed with the following properties.

1. 0 is the initial assembly and 1 is a terminal assembly.

2. For any two assemblies A, B, the assembly A x B on the set-theoretic Cartesian product |A| x | B}

where

(o, BY IFaxB (z,y) & alFazABlFpy
is a category-theoretic product of A and B. For any assembly C, and morhpisms f : C — A and
g:C — B, let us write f x b: C — A x B for the unique morphism.

3. For any two assemblies A, B, the assembly A + B on the set-theoretic disjoint union |A| + |B|
where

nuelkars n,z) & (m=0Velkaz)V(n=1Velp )

is a category-theoretic coproduct of A and B. For any assembly C, and morphisms f : A — C
and g : B — C, let us write f + g : (A + B) — C for the unique morphism.

4. For an assembly B, a set A, and an injective function ¢ : A — |B|, the subassembly induced by ¢
is the assembly A on A defined by

polkaz & @l ().
See that the injective function ¢ is trivially computable.

5. For any two assemblies A, B, let us write C¥(A, B) be the set of continuously realizable functions
from |A| to |B|. The assembly B# on the set where

plkpa f & n,lkass f
is an exponential assembly where the evaluation map is the function evaluation.

In fact, Asm(NY) is a much nicer category. It is a quasitopos with V2 being a weak subobject
classifier. However, since we are not going to make use of the structure in this dissertation, we refer
[VOO08] to the interested readers and stop exploring the structure of Asm(NY) further.

Similarly to Rep, we write A — B for BA. We consider — be right-associative, and +, x be

left-associative where x has the highest, and + has the lowest precedence amongst the three.
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2.7.1 Partial Functions in Asm(NY)

In the category of represented sets Rep, we had two endofunctors b, : Rep — Rep for classifying
partial functions; for two represented sets A,B, (A — bB) is a represented set of continuously and
strongly realizable partial functions from A to B and (A — #B) is a represented set of continuously and

weakly realizable partial functions from A to B.

Remark 2.6. The definitions of the endofunctors b,f : Rep — Rep (from Definition 2.4 and 2.5) do
not require the representations to be functions. Hence, the definitions extend to b,f : Asm(NY) —
Asm(NY). And, the endofunctors are strong monads with the same definitions of units, multiplications,

and extensions.

An advantage of working on Asm(NY) by allowing representations to be relations is that it can
also deal with sets whose cardinalities exceed the cardinality of Continuum. One example is the set of

continuously realizable partial functions.
Definition 2.12. For any two assemblies A and B, define an assembly of continuously realizable partial
functions C(A,B) = (C(A,B),lF¢(a,B)) where
ellcas) [ = Ny Fsubyn s (a)-B f-
See that ¢ € NN can represent multiple partial functions.

The natural question is if C(A, B) appears as an exponential object such that a computable partial
function appears as a morphism where we can refer to it in the internal lambda calculus. That is, if
there is an assembly C such that B — C = C(A, B) where C is related to B somehow.

Definition 2.13 (General Partiality). Define an endofunctor f : Asm(NY) — Asm(NY). The endofunctor

on an assembly A is fA whose underlying set is AU {fja } and representation relation is

@l @ 1= contains infinitely many nonzero elements

and the nonzero subsequence when it is shifted by —1 represents x € A

A ia
The functor on a morphism f : A — B is defined to be

f(z) itz #ha,

B ifz=1ifa.

0(f) 2=

Suppose a computable F' realizes f and ¢ is a name of z € |§A|. Then, the procedure of searching
through ¢ and if the entry is 0 appending it at the output tape and if the entry is n + 1, feeding n to F

computes ff.
Again, we omit the subscript from f when it is clear from the context or is irrelevant.

Lemma 2.7. For any assemblies A and B, the assembly of continuously realizable partial functions
C(A, B) is isomorphic to (§B)A.

Proof. Consider F : C(A,B) — (1B)” and G : (1B)» — C(A, B) where

F :fef Lh
G 9= 9 Nalg(a) 0}
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See that F'o G and G o F' are identity functions. Hence, we only need to show that the functions are
computable.

For a partial function f € C(A,B), given its name ¢ and a name ¢, of x € A, we need to compute
aname of F'(f)(x). Here, we use an informal argument on type-2 machines: simulate a universal machine
to compute nw(cpx). For each computation step, append 0 in the main output tape. When n,,, (¢z)

appends n in its output tape, append n + 1 in the main output tape. There are the two cases:

1. when z € dom(f), the universal machine computing nw(goz) prints n1,ng, - -- which is a name of
f(z) where each takes some finite computation step. Hence, the main output tape is of the form
0,---,0,(ny +1),0,---,0,(n2 + 1),0,---. Therefore, it is a name of f(x) in §B.

2. when z ¢ dom(f), due to the definition of the computation, it does not fail and fill in some infinite

sequence on the main output tape. Hence, it is a name of f.

For a function g € (yB)?, given its name g, and a name ¢, of x € A, we need to compute
some ¢ € NN, The only restriction is that, due to the definition of realizing partial functions, when
x € dom(G(f)), the computed ¢ has to be a name of G(f)(x).

Iterate through the result of n%(gpx). When 0 appears, ignore. When n > 0 appears, append
n — 1 in the output tape. When z € dom(G(f)), which is when g(z) # b, it holds that n,, (¢.) is
a sequence of infinitely many nonzeros. And, its subsequence of nonzeros shifted by —1 is a hame of
g(z) € B. Hence, the computation does not fail, produces a name of g(x) which is G(f)(x). See that
when z ¢ dom(G(f)) and when n,, (¢.) contains infinitely many zeros, this translation fails. (However,

it does not matter.) O

Hence, when we want to argue the computability of a partial mapping f : |A| — |B|, we can see
if the extension f |;: |A| — |tB] is a morphism. The functor § : Asm(NY) — Asm(NV) is also a strong
monad as the other partiality functors are. As the name suggests, general partiality is really general in
that for a restricted partial function f: A — bB or g : A — #B, we can naturally transform them into
a partial function h: A — §B.

Remark 2.7. There are natural transformations % : b — § and %% : § — f§ such that the diagram

commutes.
A
O
a
bA o LA o fA
A A

Their definitions are

if b if
x) = v Ho# and ﬁ&h(;ﬂ): v ol
B ifx=hb, hooif x =1

2.7.2 Multifunctions in Asm(NY)

One advantage of using assemblies instead of represented sets is that we can let sets whose cardi-
nalities exceed the cardinality of Continuum be subject to computation.

The definition of realizing multifunctions in Asm(NY) gets extended.
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Definition 2.14. Suppose any assemblies A and B and a multifunction f : |[A|] = |B|. A map F :
NN — NN realizes f if for any € |A| and ¢ such that ¢ IFa z, it holds that F(p) IFg y for some
y € f(x). Moreover, when f is a partial multifunction, we say F strongly realizes f if ¢ € dom(F) &
Jz € dom(f). ¢ IFa .

1. Let M*(A, B) be the assembly whose underlying set M*(A, B) is the set of continuously realizable

multifunctions from A to B and representation relation IF is
pl-f & n, realizes f .

2. Let M'(A,B) be the assembly whose underlying set MT(A,B) is the set of continuously and

strongly realizable partial multifunctions from A to B and representation relation IF is
pl-f = mn, realizes f .

Given two assemblies, A, B, in this category, we have assemblies of continuously realizable (partial)
multifunctions. Similarly to the case of general partial functions, a natural question is if they appear as

exponential objects.

Definition 2.15. Define an endofunctor M : Asm(NY) — Asm(NY) such that for an assembly A, M A :=
(P (|A]),IFm A) where
olbkma S & dr.xeSAplkax.

In words, ¢ represents a nonempty subset S of |A| if ¢ represents an element = of S with regards to the

original A.
The functor on f: A — B, M(f) : M A — M B is defined by

M(f): S | J{f@)}.

zeS

See that M(f) is realizable by the same realizer of f.

Lemma 2.8. The endofunctor M is a monad whose unit is o : = — {2} and multiplication is ua :
S+ UpegT- See that they are realizable by id : NN — NN, And, it is extensible that the mapping
[ = (8 = U,esif(z)} is computable defined on all continuously realizable function. Hence, M :
Asm(NY) — Asm(NY) is a strong monad.

Proof. The coherence conditions are direct from the fact that the nonempty powerset functor on the
category of sets is a monad. And, see that f — (S = J,cq{f(z)} coincides with f — F(f) for
computable f. O

Lemma 2.9. Suppose any assemblies A and B.
1. The assembly of continuously realizable mutlifunctions M*(A,B) is isomorphic to A — MB.

2. The assembly of continuously and strongly realizable partial mutlifunctions M' (A, B) is isomorphic
to A — bMB.

Example 2.12. The multivalued choice function choice, from Example 2.9, as a partial function from
[p2|™ — MN is stronlgy computable. That is, its lazy extension choice,, |, which is
choice,, |, (b2)™ — HMN
{i]|b; =t} if Ji. b; = tt,
(bla U abn)

b otherwise,
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is computable.

See that the soft comparison operator can be defined by
O <o, 02 = M2 y : Roaueny)- Ak : N). (choices |,)(z< |, y + 27 %, y< |y  +277) =M 1

Here, (=: N x N — 2)T1 : bM(N) x N — bM(N) is the lifted mapping with regards to the applicative
functor bM : Asm(NY) — Asm(NY). Recall Section 2.4 for this. See that

{tt, ffy fx<y+2FAy<a+27F
r<py={ {tt} if y > x4+ 27F
{(fr fa>y+27k

Similarly, the countable choice function is strongly computable. That is, its lazy extension, which is

choicey |, : (»2)N  — bHMN
{i|b; =t} if 3. b; = t,

(bi)ien
b otherwise.

is computable.

2.7.3 Lifting Sequences

For a sequence of assemblies (A;)cn, see that the assembly [[,oy Ai over {(zo,z1,---) | x5 € [A4]}
such that

<(30i)ieN> [+ (xi)iEN = V. Vs “_Ai x;

is the countable product. See that any re-indexing and splitting to Ay x [[,~; A; are isomorhpisms.
See also that [[,c.y A = N — A. We often write A for [[, .y A. B
Let us call an applicative functor (F,e,«, 8) countably applicative if for any countable product
[L;cn A, there is a natural transformation 6a, : [, F(As) — F([]

tion:

;en Ai) with the coherence condi-

[, F(A;) —— F(Ao) x [T, F(Ai1) Do, F(Ag) x F([[; Ai+1)

J{aAoﬂieN At

F(Ao % [[en Ait1)

G(Ai)ieN

F(IL Ad)

Amongst the applicative functors we have used in Asm(NY), #, §, and M are countably applicative
with

i if Ji. x; =4,
G?Ai)ieN(xi)ieN =
’ (zo,x1, -+) otherwise,
h if . T = h,

6? (zi)ien =
A); i)ieEN .
(Aidien (zo,x1,--+) otherwise,

and

OUA)n (Si)ien = U {(x0,21,--)}.

z; ES;
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However, b is not countably applicative that given an infinite sequence of b lifted values, we cannot
semi-decide if there is b in the sequence or not. Hence, it is evident that strong monads can fail to be
strongly applicative in Asm(NY).

Luckily, countably applicative functors are composable.

Lemma 2.10. Suppose (F, e, af, ¥, 0F) and (G, €%, a%, B9, 0%) are countably applicative functors.

Then, the composed applicative functor F'G is countably applicative with
oY = F(9) 0 6F

Proof. For any sequence (A;);en, we need to show that the diagram commutes (with omitting isomor-
phisms):

idx6F idx F(0F)
—_— —

FG(A())XFG(Al)X FG(Ao)XF(G(Al)X) FG(A())XFG(A1X)

e [or

F(G(Ag) x G(A1) x --+) F(G(Ag) x G(A1 x --+))
JF(0G) JF(QG)
FG(Agx Ay x-+) FG(Agx Ay x---)

By the condition of #F, the diagram commutes:

FG(Ao) x FG(A1) % --- ‘%% FG(Ag) x F(G(AL) x ---)

l&F af

F(G(Ap) X G(A1) x -+-) == F(G(Ap) x G(A1) x --+)
Hence, the desired diagram reduces to
FG(Ao) x F(G(AL) x - VYT ERG(Ag) x FG(AL x --+)
F(G(Ao) x G(A1) x --+) F(G(Ap) x g(Al X )
F(6°) lF(aG)
FG(Ag x Ay x +++) =———= FG(Ag x Ay x--+)

As of is a natural transformation, the diagram commutes:

FG(Ao) x F(G(AL) x - ) 2T ERG(Ag) x FG(AL x --+)

OtF J/OCF

F(G(Ag) x G(AL) x ) 1D P(G(Ag) x G(A; x ---))

Therefore, the diagram again reduces to

F(G(Ag) x G(A) x - XUR(G(AY) x G(AL x ---))

lF(o(") lF(a%

FG(Ag x Ay x -+ ) === FG(Ag x Ay X --)

which is the condition for ¢ on F. ]
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In addition to other liftings, when an applicative functor F' is countably applicative, for a morphism
[ [Liey As — B, let us define its lifting

][ Fas) —» F(B)
i€N
by precomposing 8 on F(f). Morevoer, when F is a countably applicative monad, for a morphism
[ [Liey As — F(B), let us define its lifting

M- JIFai) = F(B)
€N
by precomposing 6% and postcomposing " on F(f).

Let us see some examples. The most (the only to be honest) use case in the dissertation of the
liftings is when the countable product is of the form A“. As A% is isomorphic to N — A, let us assume
that the isomorphism is taken implicitly and work on N — A instead. Also, let us abbreviate 6 for
0(A);cy in the case.

First, see that for a morhpism f : (N — A) — MB, a multifunction from sequences, its lifting
f: (N = MA) — MB happens to be

9= U {f((zi)ien) }-
:E,LEg(’I’L)
That is, it unions over all applications of f on each section of g.
The first use case is the countable choice function

choicey |p: (N — b2) — DIN.

We can think of the situation where we want to pass a multivalued test sequence as its input. In this

case, we can simply lift it with regards to M:
(choicey ) : (N — Mb2) — MHN .

See that the definition is
(choicer ;) ((Si)ien) = | choice((bs)ien).

b;eS
It goes through all combinations of b; € S; and return the indices ¢ such that ¢t € S;.

The second use case is the partial limit operation
lim[s: (N = Rcauchy) — fRcauchy-
When, we lift it, (lim [ﬁ)T : (N = MRcauchy) = MERGauchy, it is identified as follows:
z € (lim |3)T((Si)ien) & 3z € Si. |z—2;] <27° and 4 € (lim|)"((Si)ien) © Fz; € S;. Ba. [z—a;| <277

See that when f is not in the result, the result has to be a singleton. Otherwise, if 2,y € (lim ;)T ((S:)ien)
such that = # y, it must be that § € (lim |;)7((S;)ien). Hence, there are the three cases (1) the result is
{8}, (2) the result is a single real number {z}, and (3) the result is multiple real numbers with f in it
{#,z,y---}. This is useful when we do multivalued computation, and it is needed to compute the limit

of multivalued real numbers.
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Also, consider a case where we feed partial real numbers in limit. Lifting the limit function with

regards to | happens to be

lim(z;)ieny if 3. Vi. |2 — 2| < 277,
(Iim L}i)T((xi)ieN) = h if 32 Ty = h,

i otherwise.

Of course, we can lift lim with regards to M, as M also is a countably applicative functor, considering
the situation where we want to feed in multivalued partial real numbers.

However, it is not possible to directly feed in lazy real numbers as b is not countably applicative.
Hence, when we want to feed in lazy real numbers x € bR, we need to convert it to a generally partial

real number x € R first.

Example 2.13. Finally! we are ready to write a term that computes the absolute value function in the

internal language. First, define the soft-sign function
Signg, (01) = A2 : Rcauchy). A(n: N). (choices |,)(z > —27",27" > z) =" 1
as a morphism from Rcauchy to PM(2). Then, see that

A(n : N). CondECauch (Sign(z,n +1), 2, —1’))

y

b,f
RCauchy

assuming = : Roaychy 18 @ morphism from N to bM(Rcauchy). Hence, postcomposing s yields a

morhpism from N to tM(Rcauchy)-

X

1
RCauchy °© CondRC

(Sign(z, n+1),x, —:c)

auchy

Therefore, feeding it to lim lifted with regards to M yields
abs := \(z : Rcauchy)- (lim [3)} </\(n :N). K:;‘hCauchy o Condﬁczmchy (Sign(z,n +1),z, —a:))

which is a morphism from Rcauchy t0 IM(Rcauchy) that computes the absolute value of the input.

See that abs : Rcauchy — IM(fRcauchy) is a little disappointing that we know the absolute value
function is not a (strict) multifunction or a partial function. Of course, we can prove it by reasoning
on the definition of abs that for any z, abs(z) is {|z|}. And, this should not be hard as the definition
is simple enough. However, the point is, to make sure abs is indeed what we wanted to have, we need
an extra procedure. This is what leads to the main work of this dissertation, formalizing the procedure

using the framework of imperative programming.

2.8 Further Remarks on Multifunctions

It is all about classifying functions. By studying computability theory, we classify functions that are
computable and that are not. By studying algebra, we classify functions that are homomorphic and that
are not. By studying topology, we classify functions that are continuous and that are not. The question
is if we can make the notion of computability intrinsic, the set of computable functions becomes derivable
from a natural structure of the sets. The main theorem in computable analysis [Wei00, Theorem 3.2.11]
states it is somewhat possible in the sense that there are representations on topological spaces that make

the characterizations, (i) continuously realizable and (ii) continuous, coincide.
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Definition 2.16. A representation ¢ of a topological space X is continuous if it is a continuous mapping
from the domain equipped with the subspace topology of the standard topology on N¥ to X. A continuous
representation § of a topological space X is (computably) admissible if for any continuous representation

v of X, the identity function id : (X,d) — (X, ) is continuously (computably) realizable.
Remark 2.8. The standard representation of reals is admissible and computably admissible.

Theorem 2.5 (The Main Theorem [Wei00]). Suppose any two topological spaces with representations
(X,dx) and (Y,dy). If the representations are admissible, for any function f : (X,dx) — (Y,dy), the

function is continuous if and only if it is continuously realizable.

Thanks to the main theorem, we do not need to talk about representations all the time. The
computational structure of a set becomes intrinsic in the sense that, for an example of real numbers,
when we want to mention continuously realizable functions, we can refer to the property by mentioning
continuous functions. Consequently, the represented set R — R for any effective represented set R, is
the represented set of continuous real functions.

Once we are interested in multifunctions, a natural question to ask is if there is a topology on P, (Y)
that makes the statement holds: a function f : X — M(Y) is continuously realizable if and only if it is

continuous.

Lemma 2.11. Let X be a nonempty set and U C P,(X). Then there exists a pair of nonempty subsets
S,T C X such that SeU, T ¢ U, and SNT # 0.

Proof. Suppose not. Since U # (), we can pick S € U. Since X NS # @, we have X € U. Therefore for
every nonempty subset Y C X, we have Y € U. We conclude Y = P,(X), a contradiction. O

Theorem 2.6. Let (A,IF4) and (B,IFp) be nonempty represented sets. If every continuously realizable
f:+A— P,(B) is continuous, then either A has the discrete topology or P,(B) has the trivial topology.

Proof. Suppose that P,(B) has a nontrivial topology, so that there exists open U satisfying ) # U C
P.(B). By applying Lemma 2.11, we pick S and T such that S €U, T ¢ U, and SNT # (. Fix ap € A
and consider the total multifunction f: A = B

_ S (z=ap)
J): {T (z # ao)

f is continuously realizable by a constant realizer mapping everything to a name of by € SNT. Therefore

f is continuous by one of the assumptions. By continuity of f,
F7H U] = {ao}

is open, which is a one-point set. Since choice of ay was arbitrary, we conclude that A has the discrete

topology. O

Corollary 2.2. When A and B are of the cardinality of continuum, for any representations of A and

B, there are no topologies on A and P,(B) that make the statement hold:

f:+ A= B is continuous if and only if f is continuously realizable.
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Proof. Assume that the statement holds. Then, by Theorem 2.6, every multifunctions are continuous.
By the assumption, every multifunctions are continuously realizable. For any function f : A — B, there
is a continuous realizer 7 that realizes f : z +— {f(x)}. Note that 7 realizes f as well. Hence, any function
from A to B becomes continuously realizable. However, since the cardinality of the set of continuous
functions from A to B strictly exceeds the cardinality of the set of continuous functions from NY to NN,

it is a contradiction. O
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Chapter 3. ERC: Simple Imperative Language with Real
Numbers

In this chapter, we devise the simple imperative language ERC (Exact Real Computation). The lan-
guage provides the primitive data type R for real numbers and primitive operators for its field arithmetic:
+, —,%, and 07!, Their semantics is defined to be exactly the field arithmetic of real numbers.

Of course, we want the language to be implementable. And, we know from Chapter 2 how com-
putation over real numbers needs to be performed. That is, the language has to be based on type-2
computation. But what does it mean for a language to be based on type-2 computation?

It is a typed imperative language. That is, there is a variable x of type R. It is a store that holds a
datum that represents a value in R. It means that there is a representation § of real numbers underlies
such that in the implementation level, z is storing a datum ¢ € NN, meanwhile, in the abstract level, we
see the datum as 6(¢) € R.

In this framework, it is clear what is going on with the following instruction where x, y, z are variables
of type R.

z=x+y

Suppose x and y are storing ¢, € N¥ and ¢, € N¥ in the implementation level. Then, when we execute
the above instruction, it runs a realizer of the real number addition on ¢, and ¢,, and assign the result
to the store z. In the abstract level, we see that the value 6(pz) + 6(¢py) is assigned at z.

It is important that though we want an implementable language, implementation is not a part of
the definition of the language. For example, we want the user of the language to see x in the above
example as a variable that is storing a real number in R not an infinite sequence in NN, When the user
of the language writes the above program, we want it to be seen as the real number addition = 4 y, not
the realizer of the addition.

We define the semantics of the language without any implementation-specific details. For example,
the semantics of a variable of type R is a store that contains real numbers, and the semantics of R oper-
ations are the real number operations. Hence, users can write a program without considering anything
about infinite sequences, and they can reason on their programs by their mathematical knowledge of
real numbers. However, at the end of the day, due to the property being implementable, realizers of the
programs which computers can simulate will be obtained.

Obviously, the language should provide an operator for real number comparisons. However, having
the ordinary total real number comparison [; <[y : R? — 2 is not feasible as it won’t be implementable
anyway (recall Example 2.6).

Recall from Example 2.4, that instead, the partial comparison [J; <y : R? — 2 which is not defined
at {(z,z) | z € R} is feasible. That is, we can define z := xz < y to correctly assign tt at z when z < y, ff
at z when y < z, but be unspecified when x = y. However, we can do more than this since the partial
function < is strongly computable. That is, its lazy extension ;< |, Oy : |R?| — [b2| is computable.

We equip the language with the lazy extension and the lazy lifted Boolean. Instead of writing
[p2], in order to simplify the syntax presentation of our language, let us write K = {#, ff, uk} where uk

corresponds to b € |b2|. The symbol K stands for Kleene logic where uk stands for the third truth-value
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in Kleene logic “unknown”. Similarly, we write < instead of < |,:

it ifr<uy,
rSy=sff ify<ue,

uk otherwise.

The added element uk in K denotes nontermination in a safe way. For example, when b is a variable
of type K, the data type for K, the statement b := = < y safely assigns uk at b when z = y without
diverging. However, when it comes a moment where we need to decide if it is ¢t or ff, it makes the

program diverge. For example, the instructions
if b then c; else c; and whilebdoc

diverge when b = uk.

Nondeterminism, which is essential in exact real number computation [Luc77], is provided by count-
ably many constructs. There is a construct choose,, for each natural number n € N. This iRRAM-like
[Miil00] construct choosey (b, - ,by) receives n terms of type K and evaluates to the index of a term
which evaluates to tt. When there are multiple arguments that evaluate to ¢, it returns any of those
indices nondeterministically. For example, chooses(true, true), where true is a programming constant
for tt, evaluates to either 1 or 2 nondeterministically. Even when one of its arguments evaluates to uk, as
long as there is an argument that evaluates to ¢, the whole expression does not diverge. See Example 2.9.

Using this construct, we can construct a term for the soft comparison test with a tolerance factor €
as follows:

chooses(z Sy+e,ysax+e)=1.

Here, [J; =0, : Z x Z — K is the integer equality test postcomposed by the subset inclusion. Similarly,
let us define [J; < Oy : Z x Z — K. The above term evaluates to t when z < y + € and to ff when
y < & + €. When both inequalities hold, one of the two gets returned nondeterministically.

Constructing real numbers via the limits of converging sequences is only done implicitly. Suppose
we have an explicit limit operator 1im for the feature. Then, the operator has to receive a function, an
infinite sequence, or something that expresses an infinite sequence of approximations. In order to make
our language as simple as possible, we take a similar approach to [TZ99, TZ04, TZ15]. When we have a
program that computes a real number from a natural number, we add a layer of interpretation in that
we regard the program as the limit of the sequence generated by altering the input natural number.

The extended language being nondeterministic, we use Plotkin powerdomain [Plo76] to interpret
our denotational semantics. Given a term, the denotation of it is defined to be the set of values that each
nondeterministic branch in the evaluation results. For example, the denotation of chooses(true, true)
on any state is the set {1,2}.

Other than the enriched term language, commands are identical to the simple imperative language.
Hence, we use precondition-postcondition-style program specification in order to describe the property of
a program. We choose the first-order logic of the structures of Presburger arithmetic, ordered field of real
numbers, and Kleene logic connected by the accuracy embedding 25 : Z 5 p — 2P € R to be the logical
language expressing preconditions and postconditions. We show that the logical language is expressive
enough to express the denotations of our term language. In other words, there is a recursive translation
from the set of terms to the set of formulae such that the translated formula of a term, with regards

to the standard interpretation, defines the term’s denotation. We show that the theory of the logical
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language is complete and decidable; i.e., any sentence in the language can be automatically proved or
disproved. (For this, the two structures being connected by the accuracy embedding is crucial.)

We devise Hoare-style proof rules for proving correct specification. We prove that the proof rules,
as a formal system, is sound with regards to the denotational semantics. However, as the inevitable
side-effect of the logical language being complete, the formal system is not complete in the sense of
[Coo78]. However, by providing an example proof of the correctness of a root-finding algorithm in the
next chapter, we demonstrate the practical usefulness of our design.

In Section 3.1, we introduce ERC as a programming language with some demonstrative examples.
In the section, we deliver the intended meaning of each construct informally. In Section 3.2, we define
the formal syntax and the type system of ERC. In Section 3.3, we define domain-theoretic denotational
semantics and prove that our language is Turing-complete. In Section 3.4, we devise a specification
language and prove that the language is complete and decidable. After seeing that the language is
expressive for the term language of ERC, we devise Hoare-style proof rules. We prove that they, as a
formal system, are sound regarding the denotational semantics. The Computability and implementabiltiy

issues are dealt with in the next chapter.

3.1 Overview of ERC with Example Programs

In this section, we overview ERC with some example programs. The intended meaning of each
construct in ERC is explained.

A program in ERC is in the following form:

function (z1 : 7y, -+ , x4 : T4)
c

returnt

Here, x; is an input variable of type 7;, ¢ is a command, and ¢ is a term that to be returned.

partial_abs := function (z : R)
var y : R =0;
if £ >0theny:=xelsey:=—x
return y
The program, which is named partial_abs receives a real number z. It first creates a new variable y
declaring its type to be R, and it initializes y to be 0. Commands get sequentially composed by ;.
Hence, the program says, after creating the variable, it tests if x > 0. If z > 0 holds, the term =z > 0
evaluates to tt and the first branch is taken. And, it assigns the value of z at y. If x < 0 holds, the term
x > 0 evaluates to ff and the second branch is taken. In this case, it assigns the value of —z at y. If
x = 0, since x > 0 is in the condition, the program diverges. Hence, the program partial_abs computes
the absolute value of its input exactly but partially in that when the input is identical to zero, it never

terminates.
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The use of nondeterminism enables us to make a total program for computing the absolute values:

abs := function (p:Z,z : R)

var y : R == 0;
if chooses(z > —2P~ 1z < 2P71) = 1.
theny ==z
else y .= —x
return y

It evaluates chooses(w > —2P~1 z < 2P~1). Given an integer p, the term 2P, which is for the accuracy
embedding, evaluates to 2P of type R. And, choose nondeterministically returns the index of an argument
which evaluates to tt. See that for any = and p at least one of the arguments z > —2P~! and x < 2P~!
evaluates to tt. Hence, the choose term evaluates to either 1 or 2 and always terminates. When 1 is
returned, it means that > —2P~!; and, when 2 is returned, it means that < 2?~!. Hence, whichever
nondeterministic branch is taken, at the end of the program, y stores a 2P-approximation to |z|. When
we have a program whose return type is R and the first argument is of type Z, we regard the integer
input as the precision parameter. And, we can interpret the program to computing the limit value of
the sequence generated by sending the first argument to —oo. Hence, in this case, we say the program
abs computes the absolute function.

Consider the program for computing the multivalued rounding:

round := function (z : R)

var k : Z = 0;

while chooses(z < 1,z > 1/2) =2 do
k=k+1;
r=x—1

while chooses(z > —1,2 < —1/2) =2 do
k=k—1;
T =z +1;

return k

The program round returns a multivaleud integer k where x — 1 < k < x + 1 holds.

3.2 Formal Syntax and Typing

In this section, we construct ERC as a formal programming language.

3.2.1 Formal Syntax

Programs in ERC are constructed using the three layers: terms, commands, and programs. Terms
in ERC represent mathematical values, commands in ERC represent computational instructions on how

to alter computer states, and programs in ERC represent functions with inputs and an output.

Data Types in ERC

A term in ERC represents mathematical values that to be expressed in ERC. Data types are the

domains of the values. ERC as a formal programming language provides the three data types: Z for

43



integers, R for real numbers, and K for Kleeneans. We often write 7 and its variants to denote an

arbitrary data type.

Terms in ERC

The term language that ERC provides is Presburger arithmetic, Real Closed Field, and Kleene
Logic. As usual, we assume that there are unlimited supplies of variables. The terms in ERC are defined

inductively as follow:

t =z variable
| true ’ false undef K constant
| kz integer constant k € Z
| kr real number constant k € Z
| 2! accuracy embedding from Z to R
’ t1 + to ‘ t1 —to integer arithmetic
| tidta | tixty | ti—ty | 7T real arithmetic
| 1 < to ‘ t1 =to integer comparison
| t1Sts real comparison
| choose, (t1,- -+ ,ty) multivalued choice

ERC provides countably many nondeterminism constructs; i.e., for each natural number n greater
than 1, there is choose,, which accepts n arguments.

For simplicity, we write —t as an abbreviation for 0z + (—t2), —t as an abbreviation for Og + (—t),
and ¢/t as an abbreviation for ¢; X ta 1, t1 >ty as an abbreviation for to < ti, ¢ >t as an abbreviation
for to < t.

In order to simplify presenting rules and definitions, we often write x to denote a symbol for the

binary operations {4, <, =, —, —, 4,%, <}.

Commands and Programs in ERC

The commands in ERC are the commands in a simple imperative language:

c == skip skip
‘ =t variable assignment
| var z:7:=t variable declaration
‘ c1; Co sequential composition
‘ if ¢t then c¢; else co branching
‘ while ¢ do ¢ loop

The intended meaning of each construct is as follows. The construct skip is for the instruction of doing
nothing. The construct x =t is to assign the value of ¢ in the place of the variable x. The construct
var x : 7 =t is to introduce a 7 typed new variable named x with its value initialized to t. The construct

if ¢ then c; else ¢y is for ordinary branching instructions and while ¢ do ¢ is for ordinary while loops.
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And, programs in ERC is of the form:

P == function (z1: 71,22 : 7o, ,Xp : Tp)
c

return ¢

3.2.2 Typing Rules

The type system of ERC is given with typing rules for deriving well-typed terms, commands, and

programs.

Well-typed Terms

We are not interested in any term. For example, due to the definition, 4 + true is a valid term in
ERC. Instead of artificially giving meaning to those terms, we define well-typedness relation. And, those
nonsense terms will be defined to be ill-typed.

A context T is a function from a finite set of variables to data types where - denotes the empty
function. For a context I', a variable z not in dom(T"), and a data type 7, we write I', z:7 to denote
the context I' extended with the mapping x — 7. For two contexts I' and A, when their domains are
disjoint, we write I'; A to denote the join of two functions.

Given a I', a term ¢, and a data type 7, we write I' F ¢ : 7 to say that ¢ is judged to have type 7

under the context I'. It is defined inductively with the inference rules in Figure 3.1.

z)=r71
I'tHkz:7Z I'Ekr:R I'ktrue: K 'k false: K ' undef : K I'kFx:7
'Ft;:R  TI'Fty:R PHt:Z Thity:Z Tkt :Z Thrty:Z
Iht <ty: K 'kt <ty:B Tt =ty:K
I'tHt,:Z I'kty:Z I'Ht;:R I'Hty:R I'Hti:72 I'Hty:Z
FFt1+tQZZ FFt1+t22R Fktlftgiz
I'Ht:R 't :R I'Ht;:R I'Ht:R I'Ht:R
Tkt —ty:R Tkt xty:R r-t1:R
'Ht;:K (fori=1,---,n) THt:Z
n>2 —_—
It choose,(t1, - ,tn): Z -2t:R

Figure 3.1: The typing rules for terms in ERC

See that for each integer k € Z, there is a constant kz of type Z and a constant kg of type R. Though,
syntactically kz and kg are different terms of different types, when there is no ambiguity, when the well-
typedness of a term containing k uniquely determines whether it is kz or kg, we drop the subscript to

simplify the presentation in the dissertation.
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Well-typed Commands

As commands are constructed using terms, well-typedness also affects commands. Unlike terms,
commands do not represent values but are meant to modify states. When we consider a command of
the form of variable declaration var x : 7 := t, if the execution of it on some context I" works well, it will
create another context IV := I',x : 7. We write I' F ¢> I to denote that the command ¢ is well-typed
under the context I' and executing it results in a new context I'V. The well-typedness of commands are

defined inductively using the inference rules in Figure 3.2.

Fkt:7 T(x)=r1 xddom(T) ThHt:7 TkFeipDy TikFeanDy
I'-skipeT I'tz:=t¢toT I'Fvar z:7=tovolx: 7 I'FepseapTs

F''kt:K Tkl T'henT I'Ft:K ThrkenD

I'Hif ¢ then ¢; else ¢ > T I'Fwhile ¢t do ¢ > T

Figure 3.2: The typing rules for commands in ERC

Notice that a new variable cannot be introduced in the body of a loop and the branches of a

conditional statement.

Well-typed Programs

A program in ERC, which composes of a list of input variables, a command, and an output term,
is well-typed if the command and the returned term are well-typed under the assumed input. We write
FP:7m X+ X1, = 7 to denote that a program P of the form

P = function (z1 : 71,22 : Ta, "+ , Ty : Tp)
c

return ¢
is judged to have type 71 X -+ x 7, — 7. It holds if and only if
T1:T1, X :Tpe>D and ThHt:7

hold for some I'.

3.3 Denotational Semantics

Denotational semantics is a way to describe a program its mathematical meaning, abstracting its
operational behavior away. For example, when we have a well-typed term I'" - ¢ : R, we wish it to
represent a real number as an element in R. We express this interpretation formally by defining the

denotational semantics of ERC. We begin with defining the most clear denotations of data types:
[Z] =2 [K] =K [Rl =R.

The meaning of terms and commands get decided if a state is given. For example, the value of z+y
depends on the values that the variables x and y store. For a context I', a state in the context is a datum

that records each variable’s value. Formally speaking, the denotation of a context ' is defined as follows:

= J[ I@I

z€dom(I")
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The denotation of a context is the set of states that are valid under the context. For a context v € [I'], a
variable x not in dom(T"), and a value v € [I'(7)], we write (v, z — v) for v extended with the assignment
x — v. For two states v € [I'] and 6 € [A] whose domains are disjoint, we write (7,d) to denote their
joins. For a state v € [I'], we write y[x — v] to denote the state v whose assignment at z is updated

with 2 — v.

3.3.1 Powerdomain for ERC

We are interested only in well-typed terms. Hence, we define the denotational semantics only for the
well-typed terms. For a well-typed term I - ¢ : 7, given a proper state v € [I'], the term ¢ is intended to
represent a value in [7]. The first attempt would be to make the denotation of the term be a function
of type [T] — [7].

However, due to nondeterminism in ERC, a term may represent not a single value. For example,
the well-typed term - - chooses(true,true) : Z is meant to represent 1 or 2 nondeterministically on
the empty state. To make our denotational semantics capture the nondeterministic nature of ERC, we
make it set-valued where the set denotes all possible nondeterministic outputs that the term evaluates
to. Hence, in the above case, the denotation of - F chooses(true, true) is {1,2} since 1 and 2 are values
that the term may evaluate nondeterministically.

In order to make the denotational semantics set-valued, we use Plotkin powerdomain which is devised

to express Dijkstra’s nondeterminism in [Plo76]:

Definition 3.1. On a flat domain A, := AU {L}, the Plotkin powerdomain P(A) is the set {S C A |
S #£(,S is finite or L € S} endowed with the Egli-Milner ordering C characterized by

PCQ <<= (LePAPCQU{LHV(LEPAP=Q).
As the name suggests, it is a w-CPO with a least element {L}.
Define the rectifying operation
{1} ifs=0,
ADS— S, =48 if S finite ,
SU{Ll} otherwise.

The construction of powerdomains from flat domains as a mapping from a set A to the underlying
set of P(A), is a monad [BVS93] where it on a function is defined by

P((f:A—B)1) = {f(@)} ifz#1,
ves | {1} otherwise.

The unit is 74 :  — {z} and the multiplication is

T T4,
HA S U
res | {L} otherwise.
Being a monad on Set, it admits coummative tensorial strength! 84 p: A x P(B1) — P((A x B),)
which happens to be
{(z,y)} ify# L
Bap(z.9) =

ges | {1} otherwise.

1Recall Section 2.4

47



And, it is lax monoidal where

aap(S,T)= {((z,y)} ifz#LAy#L,

sesryer | {1} otherwise.

generated by (.

Hence, we can define various types of lifting.

e When f : Ay x --- x Ag — B, we can lift it to fT : P((A1)1) x - x P((A4)1) — P(BL) by

consecutively precomposing appropriate a on P(f, ). It happens to be

1S, 8a) = U {flxr, - za)} i Viz # L,

(21, ,2q)E€S1 XX Sq {L} otherwise.

e When f: Ay x -+ x Ag — P(BL), we can lift it to fT: P((4;)1) x --- x P((A4)1) — P(BL) by
consecutively precomposing appropriate o on pp o P(f1). It happens to be
flze, - zq) ifViox; # 1L,
fH(S1, -, 8a) = U .
(21, wa)eSyx-xSq | 1L} otherwise.
e When f : Ay x --- x Ag — B, we can lift it to ff : A} x P((4;)1) x --- x Ay — P(B) by
precomposing appropriate 8 on P(f, ). It happens to be

Cxg) = U (F1, - ai,ma)}y ifx # L,

zies: | {4} otherwise.

e When f: Ay x --- x Ag — P(B_), we can lift it to fTi : A} x P((4;)1) x --- x Ay — P(BL) by
precomposing appropriate 8 on upg o P(f,). It happens to be

U f(xlf"axia"'xd) lf.’EZ#L7

wes; | {L} otherwise.

Thus far, though P(A4, ) was a domain, we worked on only of its underlying set. The purpose was to
simplify the presentation. However, as we need to use the domain-theoretic knowledge sooner or later,

we need to show the operations revealed here satisfies the desired domain-theoretic conditions.

Lemma 3.1. The Kleisli composition is continuous in both arguments; i.e., for any f;,g : S — P(S)

where (f;)ien is a chain,

(|_|fi)Tog=|_|(ffog) and g'o| |fi=|]gofi

€N 1€N i€N €N

hold.

Proof. The mappings forming chains are easy to see. Let f = ||,y fi- Suppose any x € S. See that
1 € fT(g(z)) if and only if L € g(x) or there is y € g(z) such that for all 4, 1 € f;(y).

Also, L €| ey (flT og)(x) if and only if for all 4, 1 € fiT (g(x)). See that this happens if and only if
either 1 € g(x) or there is y € g(x) such that for all ¢, L € f;(y).

Hence, L € fog(x) if and only if L €[ ;o (fiT og)(z).
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See that for any y such that y # L, y € ff(g(z)) if and only if there is non bottom z € g(x) such
that there is ¢ where y € f(2).

And, for a non bottom y, y € | |;cy (fiT o g)(z) if and only if there is i such that y € f:(g(a:)). This
holds if and only if there is non bottom z € g(x) such that y € f;(2).

Therefore, f(z) = | |;cy (fiT o g)(z) holds for all z € S.

The other equation can be proven similarly.

For a mapping f : A — By, let us define the ariliary codomain lifting f*: A — P(B,) by
fHa) = {f(2)}-

3.3.2 Denotations of Terms

When A is the denotation of the type of a term t, the denotation of the term on a state will be
defined as an element of the powerdomain S € P(A}). The case L € S denotes the case where the term
is semantically ill-definite. Otherwise, S is the set of the values that ¢ nondeterministically evaluates to.

The denotation of an expression is recursively defined naturally to the intended meaning of each
operation lifted properly to the monad P(O, ). Let us recall the definitions of some operations. The

function < for real comparison test is defined as follows:

[ <Oy : RxR — K
it ifx<uy,
= (z,y) =~ uk if x =y,

i ifxz>y.

The integer comparisons =, < are functions to K such that the subset inclusion 2 C K is postcomposed
to the ordinary integer comparisons =, <.
Let us define operations that are not defined thus far. The multiplicative inversion [0~ used here

is a function to R, L extension of the partial mapping = — 2! that is not defined at = 0. That is,

1 x7t ifz #£0,
€T =
1 otherwise.
And, define choose,, by
choose,, : K" — P(Z))
{i|b; =t} if Ji. b; = tt,
= (bla"' 7bn)
{1} otherwise.

Given a well-typed term ¢ such that I' - ¢t : 7, we define the function [I'=¢: 7] : [I'] — P[],
recursively as in Fig. 3.3.

Though the definition of the denotational semantics looks a little complicated, considering the defini-
tion of the liftings, they are defined in a quite natural way. For example, the denotation [I" - ¢1 + to : R]y
is defined to be

{e+yt izt LAy#1,
U

w€[DHt1:R]v,ze[THt1:R]y (1L} otherwise.

[[Fl_t1+t2R]]’y=
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[T F true : K]y == nk(
[T+ false : K]y == nx(
[T+ undef : K]y = nx(uk)

[T+ kz : Z]y = nz(
[T+ e Rl = mm(k
[TFa: 7]y = np
[Chtyxto: 7]y =[Okt : 7 yxl [DFta: 7]y (for e {+,<,= —, — +,%<})
[CFt o]y = ([T Ft:rTy)
[T+ choose,(t1,- - ,tn) : Z]y == choose! ([T - t1 : K]y, -+, [T F t, : K]v)

Figure 3.3: The denotations of ERC terms.

That is, the denotation is the real number additions over all possible values of ¢; and t5 with a condition

that it includes L if and only if L is encountered.
Remark 3.1.

1. A term is semantically ill-defined when (i) its subterm is, (ii) we try to obtain the multiplicative
inversion of zero, and (iii) there is no argument that choose can choose. See the ill-definiteness
propagates in the sense that when the denotation of a subterm contains 1, the term’s denotation

must contain 1 as well.

2. Of course, the denotation of a real number comparison x < y is partial in the sense that it contains
uk when there is a real number r that is contained both in the denotation of x and the denotation

of y.
3. The only possible type conversion from Z to R is done by 25 : n — 27 called accuracy embedding.

4. An infinite set cannot be constructed with the definition. However, we use the powerdomain to
be the domain of our denotational semantics since infinite sets become necessary in defining the

denotations of commands.

3.3.3 Denotations of Commands

Since the intended meaning of a command is a state transformer, it is most natural to define the
denotation of a well-typed command [I" = S >T"] as a function of type [I'] — P([I'] ) considering the
nondeterminism in ERC. Given a state v € [I'], executing S on v will yields states in T nondetermin-
istically. Hence, intuitively, the denotation of S on =y is the set of all possible nondeterministic resulting
states of executing S on 7. For example, the denotation of z : Z F z := choose(true,true)>x :Z on a
state (z — 42) is {(z — 1), (z — 2)}.

What | represents here is a little different. Semantical ill-definiteness still gets represented by L.
For example, the denotation of [I' -z :=¢>T] on a state v contains L if [['F¢:T'(x)]y contains L.

Having loops and making the programming language expressive, infinite loops are always possible to
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occur. For example, - F while true do skip > - is a well-typed command, whose denotation has to be
defined. In the case, we let the denotation of it contains L.
Define Kondp(a ) : Kx P(AL) x P(AL) — P(AL) by

S if b= tt,
Kondp(4,)(b,S,T) =4 T itb=f,
{L} otherwise.
Let LFP4(F) be the least fixed-point of F' : (A — P(A4,)) — (A — P(AL)) when F is continuous with
regards to the point-wise ordering. For any set .S, maps b: S — P(K_), and ¢: .S — P(S,), define the

map

Whe: (f:8—PB(S1)) = Kondl . o (bx (floc)xns).

Note that W g is continuous by Lemma 3.1.
Given a well-typed command ¢ such that I' - ¢> TV, we define the denotation [I' - ¢>T"] : [I'] —
P([T'] ) recursively as in Fig. 3.4.

[I' - skip > Iy == npryy
[CFz=toT]y:=@wmylz—v) o[ Ft:r]y
[Chvar z:7=t >T]y:= (v (v,(x—v) o [LFt: 7]y
[TFepeasT]y=[AFc DF’]}T ol'F e > Aly
[T Fif ¢ then ¢ else cobTy = Kondg,,l([[rh)([[l" Ft:Kly,[TFer Ty, [T FeaT]y)
[0 F while ¢ do ¢ Ty = LFP(W[ri 1 (e s 1)

Figure 3.4: The denotations of ERC commands.

For most constructs, their denotations are defined naturally with regards to the lifting by the moand
P(d, ). Also, notice that L propagates throughout its superterms. When a command S has a subterm
or a subcommand that executes to L, the command executes to L. For example, when [T'F b : K]y
contains 1, the denotation [I' F if b then c; else ¢ > Ty contains L. When [I'F b: K]y contains ¢t
and [I' F ¢; > Ty contains L, the denotation [I' F if b then ¢; else ¢y > T']y contains L.

Let us put some comments on the while loops:
Remark 3.2.

1. The denotation of a while loop while b do S is defined in the way that it satisfies the recurrence

equation:
[T F if b then ¢; (while b do ¢) else skip >T'] = [I" - while b do ¢>I7.
2. Due to the fixed-point theorem, the denotation [I'+ while b do ¢> T~ is the limit of the chain
{J—} C W[[FI—b:K]},[[F)—c > T (5 = {J—})’Y C W[%wb:K]},[[rm> ] (5 = {J-})'V C--.

3. The chain above can be seen as a possibly infinite sequence of unrolling the loop. When we
define Al(::rl) = if b then c; Ag? else skip and A,(j?g := while true do skip, it holds that
WP bK], [The 5 T (—={LH ="+ AI(:Z) > I for all natural number m.

51



3.3.4 Denotations of Programs

Let the following ERC program

P = function (z1 : 71,22 : Ta, Ty : Tp)
S

return ¢

be well-typed such that ' = S>T" and I I ¢ : 7 for some context I and data type 7 where I' :== x; :

T1,T9 : To, -+ , &y : Tn. Then P denotes the function

[P1: Il < - x [l = B([7] L)

defined by
[PI(vr, - vn) = [" 0 [ST((21 = v1), -, (w0 = v0))

Consider a well-typed program

Pimg X XTqg— T

For a partial multifunction f :C [r] x - -+ x [ra] = [7], we say the program P expresses f when
V(l'h e 7$d) € dOHl(f) L g [[7)]](1'17 e 7=Td) A [[,P]](xl? e 7xd) g f(xh e 7$d)

holds. For a partial function f : [r1] x -+ x [r4] — [r], we say the program P expresses f when it
expresses the partial multifunction (z1,---,zq) — {f(z1, -+ ,z4)} that is defined on dom(f).
In a special case when 7 = R and 71 = Z, we say the program (approximately) expresses a partial

function f : [r2] X -+ x [r4] = R when
V(.’Eh"- 71'd) Edom(f)VpEZ Vy € IIP]](xh 7md)'y7é J—/\|f(x27 7xd) _y| < 2v

holds. In other words, seeing the first integer argument x; : Z as the precision parameter, the program
computes 2P approximation of f(xg,--- ,zq).

We conclude this section with the following completeness property of ERC:

Theorem 3.1 (Turing-Completeness over the Reals). Every partial function f : R — R computable

with regards to any effective representation of real numbers is expressible in ERC.

Proof. Consider a while programming language based on Peano arithmetic which provides integer mul-
tiplication. Let us call the language while(PA) and identify a program in the language with a partial
function f : N — N where for any natural number n, the program on n diverges if and only if n & dom(f)
and returns m if and only if m = f(n).

Our claim starts with that ERC can express any program in the language. When a program in

while(PA) computes multiplication, for example, x := y x z, we can replace it with

var ' : Z .= Oz;var y' : Z .= y;
(whiley' > 17doa’ ="+ 2z y =y —17);
(whiley' < —1z7do ' =2 —2; ¥ ==y + 12);

!
=

Of course, when a multiplication happens inside of a loop or the branches of a conditional statement, we

need to declare the auxiliary variables in advance.
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Since while(PA) is Turing-complete, ERC also is in the sense that for any computable partial
function f: N — N, there is a ERC program Py : Z — Z whose denotation restricted on N is f.
Now, consider while(PA) equipped with oracle. A program P’ in the oracle while language

while(PA)” is a program in while(PA) with the additional command construct
QUERY (v, n).

When an oracle ¢ € NV is equipped, the semantics of the above command is to assign ¢(n) at v when
n > 0. The language While(PA)? is oracle Turing-complete.
By definition, (recall Section 2.5.2), a partial function f : Rgyadic — Radyadic 1S computable if and

only if there is a program P’ in while(PA)’ such that
Va € dom(f). Vo € NV, (Vn. |z — ¢(n)/2"| <27") = Vn. |f(z) — P?(n)/2"| < 27"

holds. Here, 2k + 1 = —k and 2k = k. Hence, by definition, for each computable partial function, there
is a oracle program P’ satisfying the above.

Now consider any computable partial function f : R — R and an oracle program P’ whose input
variable is p in while(PA)? corresponding to f. Suppose a ERC program whose input variables are
p:Z and z : R. In the very begeinning of the ERC program, we flip the sign of p by p := —p. The body
of the ERC program is that translated from P’ by unrolling integer multiplications and translating each

oracle query by

//translate n and store the value at n’ : Z
2 R:=ax2";

k:7Z:=0;
while chooseq (2’ < 1,2" > 1/2) =2 do
QUERY(v,n) = FEh
=z —1
while chooses (2’ > —1,2' < —1/2) =2 do
k=k-1;
z=a +1;

if k>0thenv:=Fk+kelsev:=(—k)+ (—k)+1

See that for any real number 2 € dom(f), the two commands do basically the same thing. Both assign
a natural number 2k to v where k/2™ is a 27" approximation of x or assign a natural number 2k + 1 to
v where —k/2™ is a 2™ approximation of z.

At the last stage, suppose that the oracle program is returning a term ¢. We translate the term
and store it to a variable r : Z. We check if r is odd or even. If » = k + k for some k, by repeatedly
adding 1 : R, we obtain a real number variable x : R storing k. Otherwise, if r = k + k + 1 for some k,
by repeated addition of —1 : R, we obtain a real number variable x : R storing —k. We return the term
X 2P,

By the assumption, k is an integer such that |f(z) — k2P| < 2P. (since we flipped the sign of p).
Hence, the returned term is 2P approximation of f(x) for any x. The translated program expresses f.

O
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3.4 The Logic of ERC

Term evaluations being done precisely, reasoning on the behaviours of programs in ERC get sim-
plified; there is no need to do tedious rounding-off analysis. For example, when we have a term t of
an arithmetical expression, the term evaluates exactly to the value that ¢ mathematically represents.
The goal is to make a framework where we can use the mathematical structure Sgrc of Presburger
arithmetic, real closed field, and Kleene logic, to reason the properties of programs in ERC .

Nonetheless, there are terms in ERC which are not arithmetical. For example, choose(t1,t2, - ,t,),
the construct generating nondeterminism, is not an arithmetical expression; i.e., there is no function in the
mathematical structure that corresponds to choose. Hence, it is non-trivial how to use the mathematical
structures Sgrc  to describe and reason about the behaviours of ERC programs.

The task is divided into two tasks at different levels. The first is to show how we can use the
structure Sgrc to describe the properties of ERC programs. For the task, we study the structure and
define a logical language Lgrc , which is the first-order logic on Sgrc in Section 3.4.1. In Section 3.4.2,
we show how the property of a program in ERC can be described using Lgrc . We define spcifications
formally. The next task is to devise a framework where we can reason on the behaviours of programs.
When we have a specification written for a program, we should either accept the specification by proving

it or reject the specification by disproving it.

3.4.1 Assertion Language £

Definition 3.2. The Structure of ERC S is the three-sorted structure combining the Kleene logic
(K, ff, tt, uk) with Presburger arithmetic (Z,0,1,+, —, <,27Z,37Z,4Z, . ..) and ordered field

(R,0,1,4, —, %, <). They are connected via the binary accuracy mapping 20 7Z 5 p— 2P € R and its
partial half-inverse |log, oabs| : R\ {0} — Z. Here kZ denotes the predicate on Z which is precisely all
integer multiples of k € N. The Logic of ERC L is the first-order language of S; the Theory of ERC T
is the complete first-order theory of the structure. Of course, the equality predicate is implicitly included

in each sort. O

It should not be confused with the informal language which we used to define the denotational
semantics in 3.3. For example, 1 is a symbol that does not appear in S. Also, the predicates <, <,=
above are logical predicates that are not the functions <, =, < to K.

We say a formula is well-formed under an ERC context I if it is a well-formed formula in £ when
each variable = in dom(I") is of the sort [I'(x)]. We write I" IF ¢ to say that ¢ is a well-formed formula
under I' and wf(I") to be the set of well-formed formulae under I'. Similarly, for an assignment ~ € [I'],
we write v F ¢ to say that v validates ¢ under the standard interpretation. We define the semantics of
a well-formed formula to be [ Ik ¢ == {~v € [T'] | v F ¢} the set of assignments that validate ¢.

The following lemma shows that £ is expressive enough to express the term language of ERC .

Lemma 3.2. The logic of ERC is expressive for the term language. To each well-typed term I' - ¢ : 7
and variable y ¢ dom(I"), there is a well-formed formula I, y:7 I (I - ¢ : 7)), such that

(vyy—v)E@kHt:7)yifandonlyifve [['Ft:7]yand L& [['Ft: 1]y

holds. In other words, if there is (y,y + v) that validates (I' F ¢ : 7),, it implies that the term is
semantically well-defined under « and the denotation contains v. For the opposite direction, if the term

is semantically well-defined having v in its denotation, v,y — v E (' - ¢ : 7)), holds.
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Proof. Suppose a function f: Ay x --- x Ay — P(B,) where A4;, B € {K,Z,R} is definable in the sense
that there is a well-formed formula 7 : Ay, -+ 24 : Ag,y : B I- (f) such that for any v € II,, A; and
v € B,

vy o) E(f) e LEf(v(@), - v(@a) Av e f((@),- - v (2a)) -

And, suppose S; : A1 x---xAg — P((A;) 1) is definable by (S;) as the above sense. Then, ffo(S)x---xSy)
is definable as well by

(f o (S1x - x Sa)l(y) = Fyu, -+ ,ya- () A (SuDlyn/y) A+ A (Sadlya/y)-

Suppose f: Ay X -+ x Ay — B where A;, B € {K,Z,R} is definable in that there is a well-formed
formula xq : Ay -+ ,xq: Aq,y : BIF (f) such that for any v € 11, A; and v € B

by =) E(f) o v= (@), v(2a)) -

And, suppose S; : A; x --- x Ag — P((A;)1) is definable by (S;). Then, ffo (S x --- x S4) is definable
as well since np o f is definable by the same formula (f).

See that all atomic operations are definable. For example,
(choose,) (b1, -+« ,bp,b) = (b=1Aby =tt) V---(b=nAb, = tt),

<z, y,b)=b=tthnz<y)Vb=ukNz=y)V (b= ffAy<x),

and
O Vi), y) = (yxa=1).

Hence, the denotation of the term language is definable as the denotation of a term is defined by Kleisli

compositions of atomic operations. O

For a well-typed term I'" - ¢ : 7, and for any term x in £, let us write (' - ¢ : 7)(z) to denote
Ikt 7y lo/y).

The following theorem shows that 7 is decidable; every first-order sentence in £ can be formally
either verified or refuted. This applies, for example, to pre/post conditions or loop invariants of ERC pro-
grams. It differs significantly from traditional programming languages for discrete data: Recall that, for
example, classical WHILE programs over integers with multiplication do suffer from Godel undecidability
[CooT8, §6].

Theorem 3.2 (Decidability of the Logic of ERC ).
a) The Theory 7 of ERC is decidable.

b) It is also ‘model complete’ in that it admits elimination of quantifiers up to one (either existential

or universal) block.

c¢) However, replacing 28 with the ‘unary accuracy’ embedding N, 3 n— 1/n € R destroys decid-
ability.

Proof. ¢) Including a unary predicate Z, or (any total extension of) the unary accuracy embedding,
allows to express integer multiplication via the reals, since m x n = /((1/m) x 3(1/n)) hence recovers

Godel undecidability via Robinson’s Theorem.
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a)+b) A celebrated result of van den Dries [Dri86] asserts quantifier elimination for the expanded first-

order theory of real-closed fields

(R,0,1,+, —, x, <, 2" : | e N, 2llogz oabs]) (3.1)

with axiomatized additional predicates 254, k € N, and truncation function to binary powers 2108z ©abs]

see also [AYO07].

Note that both the real-closed field (R, 0,1, 4+, —, X, <) and Presburger Arithmetic can be embedded
into the expanded structure from Equation (3.1); the latter interpreted as its multiplicative variant
(2%,1,2, x,<,2F . k € N) is called Skolem Arithmetic [Bés02b]:

e Replace quantifiers over Skolem integers with real quantifiers subject to the predicate 25 for k := 1;
e Consider 27 : Z — R as the restricted identity idyz in R.

Then every formula ¢ with or without parameters in our two-sorted structure translates signature by
signature to an equivalent one ¢ over the expanded theory where quantifiers can be eliminated, yielding
equivalent decidable ¢ (which may involve binary truncation 2L1g2 °abs)),

To translate this back to some equivalent 1 over the two-sorted structure, while re-introducing only

one type of quantifiers, observe that for real x:

te2” o JzeZ.zekZ A z=2%

g2 o el .zekZ A 2P <z < 2R,

Similarly, replace real binary truncation 211°82°2bs(®)] with “22” for some/every z € Z s.t. 2% < |z| <
2% 4+ 1 in case z > 0, with 0 otherwise.

The Kleene Algebra K is finite and does not affect decidability. O

3.4.2 Reasoning Principles

We use precondition-postcondition-style program specifications. We use the specification language
L to specify the properties of a program. Recall that the denotation of a well-typed command [I' F ¢ > I"]
is s state transformer. Given an initial state y € [I'], it gives us a set [I' F ¢>I"]y. It contains L when
the command is semantically ill-defined: i.e., if there is a nondeterministic branch in the execution of S
that results in an error. Otherwise, it is the set of all resulting states that the nondeterministic branches
in the execution of ¢ yield.

Considering that the semantics of a well-formed formula I' F ¢ in £ is a subset of states [I'], we can
use formulae to describe the behaviour of a command. Informally, we can pick two formulae ¢ and
where ¢ is well-formed under T' and v is well-formed under I to say that for any execution of ¢ under
a state in [I" IF ¢] results states in I IF ¢]. In this scenario, the formula ¢ is a precondition and the

formula v is a postcondition. We can formalize this as follows:

Definition 3.3. A (total correctness) specification of a well-typed command T' - ¢>T" is of the form
L'+ [¢] ¢ [¢] >T’ where ¢ € wf(T') and ¢ € wf(I). Its meaning is that for any initial state satisfying
v € [Tk ¢], the command is semantically well-defined L ¢ [I'F S>I"]y and each resulting state
v € [T F eIy satisfies v/ € [TV IF ¢].

We use specifications to describe the property of a command. And, we need a tool to reason

on if the specification is correct. We devise proof rules, an axiomatic semantics, to enable reasoning
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on specifications without referring to the denotational semantics. Let us simplify [['F¢: 7] to [¢],
[T Fe>T] to [¢], and (T F ¢ : 7)) to (t) when it is obvious what the omitted items are from the context.

We take Hoare-style proof rules to derive correct specifications that are defined as follows.

Definition 3.4. The verification calculus of ERC is a formal system which consists of the proof rules

and axioms for deriving correct specifications defined in Figure 3.5.

'k [¢] c[v]eT
I't[¢] e [¢] I

¢=¢ and ¢’ =9 T+ [¢] skip [¢] 5T

' [Gy. () AVy - (t(y) = Ply/a]] @ =t [¢] >T

'k [(Ely 1t (v)) AVy. (t)(y) = w[y/m}] var z:7:=1 [w] S

Tk [¢] ci [0]>T1 Tyt [6] e2 [¢0] 2T
'+ [¢] C1;C2 [T/)] >To

L'k [on ({)(t)] e [v] >T TF[oA D] c2 [¢] »T
T [ A (E)(t) V(I () A —(t)(uk)] if ¢ then c; else cx[¢)] >T

DR ERE[MUYANIAV =EAL=E]c[INV<E—EANL=¢]pT,6:RE R
I+ [I] while ¢ do c[I A (t)(f)] >T

The rule for while loop has the side-conditions:
e IN({)(t)=L>0
o 1= (()(t) V () A ~(b) (uk)
e INV<0=VEk. (t)(k)=k=[ff

e £,.& does not appear free in I,V, L

Figure 3.5: The verification calculus of ERC .

Let us put some remarks:
Remark 3.3.

1. When we execute x := ¢ on a state v € [['], any correct precondition should ensure that L ¢ [z]y
which is precisely when Jy. (z)(y) holds. The postcondition ¢ holds after after replacing = with
for any y € [t]y. The values in [¢]v are defined by y that satisfies (t)(y). Hence, when ~ satisfies
Yy. () (y) = v[y/z], it holds that [z — y| satisfy ¢ for any y € [t]y.

2. (Conditional) When a state y validates (t)(#t), we can guarantee two things: L & [t] and tt € [¢]~.
Similarly, v satisfying (¢)(ff) ensures that L & [¢]vy and ff € [t]vy; and v satisfying (t)(uk) ensures
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that L ¢ [t]y and uk € [t]y. Therefore, v satisfying ((¢)(tt) V (£)(f) A —(t) (uk) ensures that [¢]y
is either one of {tt}, {ff}, or {t, ff}.
For any state v that makes the first branch to be taken, it satisfies (t)(¢t). Hence, by the first

premise, the execution satisfies 1, similarly for the second branch.

3. (While) The formula I is a loop invariant, the term V is a loop variant, and the term L is a
lower bound on decrement of V. The premise ensures that [ is indeed a loop invariant and V is a
quantity that decreases throughout iterations by at least L, which is a positive invariant quantity
throughout iterations. The side-conditions ensure that as long as I holds, the evaluation of t is

never uk, when V gets less than or equal to zero, the evaluation of ¢ must be ff.

The variables &, &' does not appear in I'; they are so-called ghost variables.
Having a formal system, the question arises on whether it is sound and complete. Our Hoare logic
is sound but not complete. The remaining of this subsection is about the issues.
Proof of the Soundness
Let us start with the statement:

Theorem 3.3. The verification calculus of ERC is sound. In other words, if I' - ¢> I is derivable by

the proof rules in Definition 3.4, its meaning according to Definition 3.3 holds.

We start the proof with proving the lemma which is a characterization of the denotations of while

loops:

Lemma 3.3. For a well-typed command I' + while ¢ do ¢ >T', define the sequences of set-valued

functions on [I']:

B) vy = {7}

CPy=0

(0"} ifl=tAd # L,

1, .
BZj = UéeB,’jcv U le[t]s

s'els)s | 0 otherwise.
(6} ifl=f
o Oy =0y UUsepp o Utepry (0 ifl=1A0 # 1,

§'e€lc]s
{L} otherwise.
Then, for all n € N, it holds that [A} ]y = Cf.yU{L |3z € By ~}.
Intuitively, Bf'.y is the set of states that requires further execution after running the while loop
on v for n times. Cf'.7y is the set of states that have escaped from the loop (either because ff has been

evaluated or L has occurred) during running the loop for n times.

Proof. Let us drop the subscripts ¢, ¢ for the convenience of the presentation. We first prove the following

alternative characterization of the sequence of sets:

N B™(§) ifl=ttnd#L,
- Y |
ety 0 otherwise.

d€[c]vy
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It is trivial when n = 0. Now, suppose the equation holds for all v and for all n up to m. Then the

following derivation shows that the characterization is valid for n = m + 1 as well.

{0} ifl=ttNG+ L,

Bm+2,y — U U

~yEBmF1y 0 [t]y ) otherwise.
d€[c]y

- U SR

. Le[t]y 0 otherwise.
B™(8") itV =tAnS # L, selely

if0=tNG £ L,

YEUy eme

5/2%1 0 otherwise.

{0y fl=tno#1L, ,
Uy epm s Urerty it =ttnd # L,
= U sefely |0 otherwise.
5’2%2]]]]1 0 otherwise.
U BmH(§) il =ttNd # L,

o ety 0 otherwise.
8’ elc]y

We now show the following characterization:

Cn(8) ifl=1ttNd# L,
ctly= U {0 ite=g

e[t
5 g %(/]]}]"YY {Ll}  otherwise.

It is easy to show that the equation holds for n = 0. Now, assume the equation holds for all n up to m.
Then,

(6} il =4
crty=cmtyu | U S0 e =und £ 1,

deBm+ly ' e[[t]s
Wé'e%c]]]]é {1} otherwise.

(5} it =g
e eft]s
B™y ifl=ttNny# L, 5/2%21]]]5 {Ll} otherwise.
€U ety
~velely [0 otherwise.
{6} ifl=f
UsepmyUeergs § 0 i€ =ttnd # L, ifl=1ttAy# L,
=cmyu | S Y el
eet]y {1} otherwise.
v€Elely .
0 otherwise.
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(Y i =f

Cm’YUU5eBm'yU€EHtH5 (Z) if 0 =tnNS 7é J_, ifl = tt/\W?é La
§'elc]s

= U {1} otherwise.
Le(t]y .
velely | {7} it £ = ff,
{1} otherwise.

Cmtly ifl=tNy# L,
- U St =g

)
'yi [[[[tc]}]?f {1} otherwise.

Now, using the suggested characterization, we prove [A} ]y = C7'.yU{L | 3z € B .y} for alln € N.

When n = 0, both are {_L}. Suppose the equation holds for n = m. Then,

[A™]6 if£=ttAS# L,
[A" T v= | S{y)  ite=g

¢
52 %i]]]]z {L} otherwise.

Cm(S) i l=tAs£ L, (LFyeB"(8)) ifl=trs+1
= Uy ite=g ulJ e if 0= ff,
¢ ¢
62 H;{ {1} otherwise. 5§ %Z]]]]z 0 otherwise.

B(S) ifl=tASA L
=Cm™tlyul L|3y e U ©) i 7

ey |9 otherwise.
d€[c]y

_ Cm+1,yU{J_ | 37 c Berl’y}

O

We prove the soundness of our verification calculus by checking the soundness of each proof rule.

The above lemma is used when we prove the soundness of the rule for loops.

1. (Assignment):

Consider any state v which validates Jy. (t)(y) A Vy. (¢)(v) = ¢[y/z]. Then, L & [t]y and for any
y € [t]7y, ¥[y/z] holds.
Now, see that [z = t]y =
.

e[ty 1v[z — yl} since L & [t]y and for all y € [t]y, y[z — y] validates

. The rule variable declarations and the rule of array assignments can be verified in a very similar
manner as above and the rules of pre/postcondition strengthening /weakening, skip, and sequential

compositions can be verified quite trivially.

. (Conditional):

Consider any state v which validates ¢ A ((t) (¢t) V (€) () A =(t) (uk). Then, [t]y = {tt, ff}, {tt}, or
{ff}. Let us check the three cases:

(a) when []y = {tt, fi}:
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Then, ~ validates ¢ A (¢) (¢t) and ¢ A (t) (ff). Therefore, (i) L & [er]y, (ii) for all 6 € Jei]y it
holds that § F ¢, (iii) L & [eca]y, and (iv) for all § € [ea]y it holds that 0 F .
Since L ¢ [[¢]y and uk & [t]7, the denotation becomes [if ¢ then c¢; else ¢z |y = [e1]y U

[ca]y. Hence, the denotation does not contain L, and any resulting state ¢ validates 1.

(b) when [t]y = {tt}:
Then, « validates ¢ A (b)) (¢f). Hence, (i) L & [c1], (ii) for all § € [e1]y it holds that & & ).
Since [¢]y = {tt}, the denotation becomes [if ¢ then c¢; else c3 |y = [e1]y. Therefore, L

is not in the denotation and any resulting state § validates 1)

(¢) when [t]y = {ff}, it can be done very similarly to the above item.

4. (Loop):
Consider any state v that validates I. Then, by the side-conditions, it also validates ((t)(¢t) V
W (H) A —(t)(uk). Hence, [t]y = {tt, ff}, {tt}, or {ff} for any state v that validates I. Now, we fix

a state v which validates I hence satisfies the precondition.

The core part of the proof is the statement: for any natural number n, it holds that (i) L € By,
(ii) L ¢ C ., (iii) all § in either Bf'.y or C{'.y validates I, and (iv) all § in C}'.y validates (t) (ff)-

At the moment, suppose that the above statement is true. Then, all we have to show is that B}y
becomes empty as m € N increases. Let us define £,, :== max{V(6) | § € Bf'.v} and show that £,
is strictly decreasing by some quantity that is bounded below, as n increases. See that if it holds,
there will be some m that for all 6 € Bf".v, [t]6 = {ff} and hence BZ’C'H'y = (.

In order to prove it, we take the two steps:

(a) If B} .y # 0, then for all n € N and for all 6 € B}, it holds that L(§) = Ly > 0. In this

case, let us write {g = L.

(b) If By 'y # 0, it holds that £,4q < £y, — L.
Now, we prove each statement:

(a) B}y # 0 only if ¢t € [t]y and there is some non-bottom & € [c]y. Therefore, by the side-
condition, Ly > 0.
Suppose any § € BZZ:HV for any m € N. See that it happens only if there is §' € B,y such
that tt € [t]6" and 6 € [c]¢’. Together with Ttem (iii), 6’ validates I and (¢)(¢t). Let us define
8 =0 U(E— V(6')UE — L(&'). Since ¢ validates the precondition in the premise, we have
that for any 6 € [¢]’, § validates I and V < & — ¢ and L = ¢'. Hence, L(5) = L(¢’). Since
€', € are ghost variables, L(6) = L(8) = L(¢’). In conclusion, for any § € Bffjl% the quantity
L(6) is identical to the quantity L(0") for some &' € Bf"y. Since, B .y = {7}, we conclude
that they are all identical to L.

(b) Suppose any 0 € BZ’CHV for any m € N. See that it happens only if there is §' € BJ".y such

that ¢t € [b]¢’ and ¢ € [c]d’. Together with Item (iii), &’ validates I and (t)(¢t). Consider
5 =08 U (€~ V(§)UE — L(§') which validates the precondition of the premise. Hence,
U (€ — V(d)Uu — L(¢) validates the postcondition. Hence, V(§) < V(§') — L(d) =

V(¢') — £y. Hence, L1 < Ly — L.

Now, we need to prove the aforementioned statement on By, and CY,
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(a) (Base case): Recall that B v = {7} # {1} and Cf v = {}. Hence, the four conditions are
all satisfied.

O} fl=tnd #L
(b) (Induction step): Recall Bj'f'y = Useny - U e oy # . Since all
" slelels |0 otherwise.

§ € B,y validates I, [t]6 = {tt}, {ff}, or {tt, ff}. In the case of tt € [t]d, ¢ validates the
precondition of the premise. Hence, for all §’ € [¢]d, §’ is not L and also validates I. The
case of [t]é = {ff} is not of interest.
{6} ifl=f

Recall CZTCHV = Cgc’)’ U U&eB;ﬁcy U lle[[t]]w 1] ifl=tNd # L.

vl {1} otherwise.
Since all v € C}',y validates I and (t)(ff), we only need to care the rightmost part of the
construction. Since all § € By .y validates I, by the side-condition, uk and L are not in [t]4.
The 6 is added to C'I"y only if ff € [t]6. Therefore, § validates both I and (t)(f)-
Also, in the case of ¢t € [t]d, since & validates the precondition in the premise, L ¢ [c]d.
Therefore, L ¢ C{fjl.

Issues on the Completeness

The only remaining concern for a sound formal system is completeness. Namely, if we have a
correct specification I' F [¢] S [z/;] > IV, can we derive it using our proof rules? And, this is not
the case for ERC. The Hoare logic of a simple imperative language based on Presburger arithmetic is
known to be incomplete. The proof first appears in [Coo78] and again together with other structures in
[BT82b, BT82a].
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Chapter 4. ERC in Asm(NY) and its Extension

In the previous chapter, the imperative programming language ERC is defined. It provides the
data type R for real numbers and exact operations. Its denotational semantics is defined as set-theoretic
functions. Given a well-typed program I' - P : 77 X .-+ X T4 — T, its semantics is defined as a function
from ] % -+ X [74] to the powerdomain P([7] ). Though, it is clear from the computability of the
atomic operations that was seen in Chapter 2 that the semantics is computable, we have not formalized
it yet.

We want the language to be implementable in that there should be an interpreter that maps con-
structions of well-typed programs to type-2 machines that realize the semantics of the programs. Having
an interpreter automatically asserts that our semantics is computable.

However, constructing an explicit interpreter requires making too many implementation-specific
artificial decisions. For example, in order to interpret x + y explicitly, we need to choose a specific
realizer I : NN — NN of the real number addition function. This is meaningless that we already know
the real number addition function is computable, and various realizers are already there. Hence, instead
of choosing one specific realizer, we let actual developers of the language choose their favourite realizers.
That means our somewhat abstract interpreter maps programs to morphisms in Asm(NY). Recall that
a morphism in Asm(NY) admits computable realizers but does not specify one.

In this chapter, we devise an interpreter that maps well-typed terms, commands, and programs to
morphisms in Asm(NY) such that the denotational semantics coincide with the definitions of the mapped

morphisms. After that, we propose a rigorous way to extend ERC.

4.1 Interpretation of ERC in Asm(NY)

We can summarize the activity of defining the denotational semantics in Chapter 3 as follows.
e For each data type 7, we defined its denotation [7] € Ob(Set) as a set.
e For each context I', we defined its denotation [I'] € Ob(Set) as a set.

e For each well-typed term I' F ¢ : 7, we defined its denotation [I' -t : 7] : [I'] — P([r],) € Mor(Set)

as a set-theoretic function.

e For each well-typed command I" - ¢>T", we defined its denotation [I' - c>TV] : [I'] = P([I"] ) €

Ob(Set) as a set-theoretic function.

e For each well-typed program b P : 7 X+ - - X174 — 7, we defined its denotation [F P : 7y x -+ X 7y = 7] :
[m] x---x[ra] = P([7] ) € Mor(Set) as a set-theoretic function (though we used domain-theoretic

properties).
The interpreter of ERC is a mapping [O] g -

e For each data type 7, its interpretation [7] (v is an object in Asm(NY) such that

Asm

F([[THAsm(NN)) = [r].
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e For each context I', its interpretation [I'] py, ) is an object in Asm(NY) such that
F([[FHAsm(NN)) = [[FH

e For each well-typed term I' F ¢ : 7, its interpretation [I'F ¢ : TﬂAsm(NN) is a morhpism in Asm(NY)
such that
L([CEt: mlagmey) = [Tt 7]

e For each well-typed command T' - ¢>T", its interpretation [I' F ¢>T"] Asm(N) is a morhpism in
Asm(NY) such that
r(r+ CDF’HAsm(NN)) = [+ ecnT].

e For each well-typed program b P : 7 X+ - -X7q — 7, its interpretation [F P : 7y X -+ X 79 — T]]Asm(NN)

is a morhpism in Asm(NY) such that

(P x X 7a = Tlagnamy) = [F P x - x1g = 7]

In consequence, by defining the interpretation, we automatically get the fact that the denotational
semantics of ERC is computable.
Given a data type, we interpret it as an assembly. The interpretation of data types are defined as

follows:

[Rlpsmqrery =R [Z] psmrry = Z [KDasmry = K

Here, R is any effective represented real numbers in Asm(NY), and K is the represented set b2 from
Definition 2.3 where bp € [h2]| is renamed as uk.
For a context I', the interpretation of it is an assembly [I'| pgp ) of [I'] where the following opera-

tions are computable for any I':

1. assignment assign,, : [z1: 71, -+, 24 Td]]Asm(NN) X [[TiﬂAsm(NN) = [zr:m, - yzq: TdﬂAsm(NN) such
that assign,, (v, z) = y[x; — ],

2. extension extendy:r : [z1: 71, %d : Talpsmanry X [Tlasmeeny = [21 0715+ a2 7a, @ 0 T pgmey)
such that extend,..(v,y) = (v, (x — y)), and

3. evaluation valuey, : [x1 : 71, ,2q: TdﬂAsm(NN) — HTiﬂAsm(NN) such that value,,y = y(z;).

This can be done in various ways. For example, we can use a fixed enumeration on the set of variables.

We omit the detail here.

4.1.1 Powerdomain in Asm(NV)

Let us define an endofunctor P(CJ, ) : Asm(NY) — Asm(NY) for the powerdomain construction. That
is, for any assembly A, P(A 1) is an assembly whose underlying set is P(|A|, ). We let the representation

relation IFp(a ) be induced from the injection:
e+ [P(AL)] — [M(BA)|
{o} ife=1,
S = UmES

{z} otherwise.
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That is,

(2} “_P(AJ_) S < (2} “_M(hA) L(S) .
See that ¢ is simply the subset inclusion identifying 1 with fj. And, by how the representation relation
of P(A ) is defined, 14 is computable by the identity function id : NN — NV,

There is a retraction of 1o which is the rectifying operation

ra o [M@#A) = [P(AL)]
Su{l} iff ¢ SAS infinite,
S = {1} ifx=L1,
Uses otherwise.
{z} otherwise,
The function ra renames fj to L. And, when it receives an infinite set not containing f, it adds L in the
set. See that this can be trivially done that any ¢ € NY represents 1. Hence, 74 is also computable. In
consequence, they form a section-retraction pair.
The endofunctor on a morphism is defined by
[f@)} ifa# L,
P(f:A—=B))=5~
wes | {L} otherwise.
See that P((f : A — B) ) is computable as it can be identified with rg cM(f(f))ota : P(AL) — P(B_).

Consider two natural transformations

na : A — P(AL) and nA A — P(AL)
T if T #£ 1,
x = {x} S = Upes
{1} otherwise.
The triple (P(O1),n, 1) is a monad that their definitions form a monad in Set. ILe., T is a faithful
functor. Hence, the coherence conditions can be verified in Set.

Moreover, from
CA,B : (A — B) — (P(AJ_) — P(BJ_))

f = (8= Uses{f(@)})
which is
Af:A—=B).Nz:P(AL).rBoCh s f(a @),

we can confirm that the endofunctor is a strong moand where

U {(z,y)} fx# LAy# L, Bap(e9) = {(z,y)} fy#1L

sesryer | {L} otherwise, ves | {L} otherwise.

OzAvB(S, T) =

Note that the definitions of the endofunctor, the unit, the multiplication, tensorial strength, and «

coincide with those of P(0J, ) : Set — Set. That means liftings satisfy the following properties.

e When f: A; x---x Ag — B, its lift fT:P((A1)1) x--- x P((Ag)L) — P(BL) by consecutively

precomposing appropriate o on P(f ) satisfies

=10

65



e When f: Ay x---xAy — P(B.),its lift fT:P((A1)L)x---xP((Ag)L) — P(B.) by consecutively

precomposing appropriate o on up o P(f)) satisfies
fr=r(Ht

e When f: A; x---xAg — B, its lift it to fTi : Ay xP((A;)1)x---x Ay — P(B_L) by precomposing
appropriate § on P(f ) satisfies
th — I‘(f)“.

e When f: Ay x---xAg — P(B), its lift fTi : Ay xP((A;)1)x---x Ay — P(B.) by precomposing
appropriate § on up o P(f ) satisfies
fTi — I‘(f)'l'i.

Also, for a morhpism f: A — §B, the codomain lifting f* which is defined by

{f@)} if f(z) #5,
{1} otherwise,

fHz) =
is a morhpism from A to P(B_).

4.1.2 Interpretation of Terms, Commands, and Programs

To each well-typed term I' - ¢ : 7 we interpret it as a morhpism [I' = ¢ : 7] ag gy from [T aqm )
to P(([[T]]Asm(NN))J_) such that
F([[F Hi: THAsm(NN)) = [[F Ft: T]]

holds in Set.

The constants tt, ff, uk of K are computable with regards to K. And, each k € Z is computable
with regards to Z and R. The integer arithmetic +, — : Z x Z — Z is computable as well. And, the
integer comparisons <, = are computable by postcomposing the inclusion 2 — K on the ordinary integer
comparisons.

Recall from Definition 2.8 that the field arithmetic operations 4+, —, X : R x R — R are computable.
And, the partial function 07! : R — R is computable!. That means, its § extension 0~ : R — jR is
computable. Since < : RxR — 2 is strongly computable, its lazy extension < |,, whichis <: RxR — K
is computable.

Recall that the multivalued choice function from Example 2.12 is computable that its natural ex-

tension choice,, |y is computable. See that
N © hM(nhz) o tN,z o choice,, | K" — P(Z )

identifying b2 with K and where (nz : N — Z is the subset inclusion. See that the definition of
N © hM(nf\I) o tN,z o choice,, |y is choose,,.
Considering the above computable functions as morphisms in Asm(NY), we can interpret well-typed

terms in ERC as in Figure 4.1.

lwe do not use the fact that it is strongly computable here.
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[[F Ft: T]]Asm(NN) : [[F]]Asm(NN) — PL([[T]]Asm(NN))

[I'F true : K] pgmamy = AV 1 [T agmqe)- ¢
[+ false : K] pgna) = Ay : [Nl agmqen))- £
[I' - undef : K] pgn ey = Ay : [T agmquey)- vk
[T'F kz : Z]pqmawey = A7 - M asmawr))- Kz
[T F kR 2 Rlagmey = AV 2 [Plasmam)- kr
[TF 2 Tlasmaeny =AY : [Pl asmea)- value
[Tkt xty: T]]Asm(NN) = Ay HFHAsm(NN))' [[tlﬂAsm(NN)'y*Jr [tQ]]Asm(NN)7
[0 7 Rl gty = A ¢ [y ([Eaamue )™
[T & choosey, (t1, -+ ,tn) : Z]]Asm(NN) = Ay HFHAsm(NN))'

(rn © BM(17) © iz © choice,, Ln)T([[tl]]Asm(NN)% o [l asmey )

Figure 4.1: The interpretation of ERC terms in Asm(NY).

Similarly, to each well-typed command I' - ¢> A we interpret it as a morphism [I' = > A )
from [I'] gy to P([[A]]Asm(NN)l) such that

L([TF o Alpgmam) = [I'Fc> A]

in Set.

First, observe that Kondpa ) : K x P(A1) x P(AL) — P(A1) where Kondpa )(#,S,T) = S,
Kondp(a ,)(ff; S, T) =T, and Kondp(a , )(uk, S,T) = { L} is computable and its definition is Kondp(ja| )
from Section 3.3.3.

Given b: A — P(K_.) and ¢: A — P(A ), the definition of the mapping

Wy =Af:A—P(AL)). KondP(A yo(bx (ffoc) xna)

coincides with
Wr@e).ree) : (|Al = [P(AL)]) = |[A] = [P(AL)|.

Therefore, by the fixed-point theorem, for each b: A — P(K ) and ¢ : A — P(A ), there is the least
fixed-point f : |A| = |P(AL)| of Wru),r(). The question is if this operation of obtaining the least

fixed-point appears as a morphism in Asm(NY).

Lemma 4.1. For any assembly A, b: A — P(K ), and s: A — P(A ), the fixed point of the operator

W, . is uniformly computable. In other words, there is computable

WHILEA : (A—=PEK,.)x(A—=PAL) — (A—=PAL))
(b,¢) > the least fixed-point of Wr () (e

Proof. Let ¢, be a name of b, ¢, be a name of ¢, and ¢, be a name of any = € |A].

Initialize ¢ := ¢, and regard y as a value represented by .

1. While reading n,,, (¢), append 0 in the output tape.
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2. If 1 is encountered while reading n,, (), (that is, when ff € b(y) or L € b(y)), end the procedure
by appending ¢~ in the output tape.

3. If 2 is encountered while reading n,,, (), (that is, when ¢t € b(y) or L € b(y)), let ¢ == n,, (¢) and
repeat the procedure (1).

Verify that this procedure computes the least-fixed point. O

The well-typed commands are interpreted as in Fig. 4.2.

[T > Al pgmaey  [Flasmavery = PLA] agmqry)
[T + skip > I‘ﬂAsm(NN) = ] g
[TF 2 =t > Tl pqmau) = update], o []agma)
[THvar z:7:=t > F’ﬂAsm(NN) = extendl °© [[t]]Asm(NN)
[T Fers oo T agmam = [[CzﬂAsm(NN)T ° [e1] asmaey@
[['Fif t then c; else cobIpg, ) = Kondr’l([[F]]Asm(NN)ﬂ © ([l asmqrry % [e1]asmuy X [e2lasmay)

[I'+while ¢ do ¢ I']pg ) = WHILEA ([t] pmrv) > [€] asmrey)

Figure 4.2: The interpretation of ERC commands in Asm(NY).

For a well-typed program

P = function (1 : 71, , T4 : T4)
c
returnt
we interpret it as
[[PﬂAsm(NN) = )‘(Ul : [[TlﬂAsm(NN))' T )‘(vd : IITd]]Asm(NN))‘ [[tﬂAsm(NN)Jr © [[CﬂAsm(NN)(xl = U1, T U")

Theorem 4.1. The denotational semantics is computable in the sense that for well-typed terms ¢,
commands ¢, and programs P, it holds that T'([t] xgm ) = [t], T([clpsmer)) = [e]s and T([P] agmuy) =
[P].

It is direct from how we defined the interpretation.

4.2 Extending ERC

4.2.1 Extension Structure

Having the categorical interpretation of ERC, it becomes clear how the language can be extended
with additional data types and operations. We take the opposite way. When we introduce a data type

7, we declare its interpretation [7] g,y € Ob(Asm(NY)) which automatically decides the denotation
[7] == T ([7] asm()) € Ob(Set).
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A term construct is introduced as a symbol with arity £ : 71 X -+ X 7¢ — 7 where 7, 7; are data
types in the language including the newly introduced ones. The arity implies the extension of the type

system with the rule
I‘i—ti:n (fori:17~~~,d)

DEf(ty, - ta): T

To the introduced term construct, we assign a morphism £ : [71]agp ) X+ X [Tal psmqry — P([[T]]Asm(NN)J_).

Then, it implies the extension of the categorical interpretation by

Il
[TE£(t, - ta) : Tlagmaey =T © ([[tl]]Asm(NN) XKoo X [td]]Asm(NN))'

And, the denotational semantics gets extended by

[[P F f(tl, ce ,td) : T]] = r([[f(tla to 7td)HAsm(NN))'

Putting this formally, let us call &€ = (D, F,Z) a structure of ERC extension where D is a set of
new data types, F is a set of new operation symbols attached with their arities, and Z is a mapping
from D to Ob(Asm(NMY)) and from F to Mor(Asm(NY)) that are consistently defined. That is, when
f:74 XX Tqg— 7, Z(f) has to be a morphism from Z(1;) x --- x Z(74) to P((Z(7)) 1) where Z is T
extended with the assignments Z +— Z,R+— R and K — K.

Let us see some interesting extension structures. (Recall that when there are multiple monads in

the context, e.g., A, B, we write n to refer to the unit of A and n” to refer to the unit of B.)
Example 4.1.

1. (ERC with Lazyness .,y ) For each data type 7, let lazy(7) € D. For each data type 7, let
s;: T — lazy(7), r; : lazy(7) — 7 € F. Define 7 as follows.

* I(lazy(1)) = p[T] smr)

_ P(OL) b
* I(ST) - nblIT]]Asm(NN) © T]HT]]Asm(NN)

{z} fz#b,
{1} otherwise.

o I(r;)=x

2. (ERC with products Epoa) Let D be the smallest set such that prod(ri, ) € D if 74,7 € DU
{L,R,Z}. And, F = {fst, -, : prod(7i,72) — 71, sndr, r, : prod(7i,T2) — T2, pair
prod(7y,72) | 71,72 € DU{K,Z,R}}. Define Z as follows.

e - TL X To —

i [[prOd<T1’T2)]]Asm(NN) = [[TlﬂAsm(NN) X [[T2ﬂAsm(NN)’

P(O
o [[fSt‘rl,Tz]]Asm(NN) = nﬂ‘f(lﬂl) °m
PO
o [[SHdT1,7'2]]Asm(NN) = 77[[752]]l) °mz
. . P(@™OL)
i [[palrn,‘rz]]Asm(NN) o n[[Tll]Asm(NN)X[TZ]]AS"‘(NN)

Recall that 71, m are the projection mappings.

3. (ERC with matrices Epat) Let D = {Mat}, F = {col : Mat — Z,row : Mat — Z,assign :
Mat x Z x Z x R — Mat,value: Mat X Z x Z — R,E : Z x Z — Mat}. Define 7 as follows.
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e 7(Mat) is the assembly Mat(R) of the set of real matrices whose representation relation is

induced from the injection
X eR"™™ — (n,m,X11,X12, , Xpnm,0,0--+) € |ZxZ x (N = R)|.

See that the following functions are computable:

col : Mat(R) — P(Z))
: X —  {the number of columns in X}
Tow Mat(R) - P(Z,)
X —  {the number of rows in X}
assign : Mat(R)XxZxZxR — P(Z))
{copy of X with X; ; =} if X € R"*™
(X, ,j,2) = N <i,j <n,
{L} otherwise.
value : Mat(R) x Z x Z — PRL)
X L) X ervraL<i<ani<j<m,
{L} otherwise.
E Zx1Z — P(Mat )
o {the i x j identity matrix} if 0 < 4,J,
(4,7) =

{L} otherwise.

For each £ € F, define Z(f) = £.

4. (ERC with continuous real functions &) Let D = {C(R, R)}. And, F = {eval : C(R, R) x R —
R}. Define 7 as follows.

e Z(C(R, R)) := (R — R) and
e Z(eval) = n;(DL) oeval : (R - R) x R — P(R ) where eval : (R - R) x R — R is the

evaluation map in Asm(NY).

4.2.2 Extended Reasoning Principles

Note that our extended Hoare logic is for commands, and the term language has been dealt with by
the translation function (). Hence, when we extend our specification language thus that it makes the

extended term-language definable, we still have a sound verification calculus.
Definition 4.1.

1. A ERC extension structure is single-valued total if for each added operation f : 7y X «++ X 74 — T,
o . L p(O A A
its interpretation is given by Z(f) = nHT(HA;)(Nm o f for some f : [T1]pgmey X =+ X [Ta] pmewy =
1 Asm(NY)- See that la,y and Enay are not single-valued total but o4 and Erpun are single-valued

total.

2. Given a single-valued total extension & = (D, F,T), define a structure S(€) by extending S with
sorts I'([7] agm ) for each 7 € D and functions I‘([[f]]Asm(NN)) for each £ € F. Let T (&) be the first
order theory over the extended structure and L£(€) be the first order language over the extended

structure.
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Then, the translation function (—) can easily get extended to the extended-term language:

(£(tr, - t)) (@) = 3wn, - wae (B (@) A A ta) (wa) A = flzr,-- ,2a)
Remark 4.1. The decidability property of course does not get preserved. For example, &€ = ({},{x :
Z x Z — Z},T) where Z(x) is the integer multiplication function makes the extended logical language

expressive for Peano arithmetic.

Definition 4.2. Given a single-valued total extension &, the verification calculus of ERC(E) is the
verification calculus of ERC with () extended.

4.3 Root Finding in ERC Extended with Continuous Real Func-

tions

The problem of finding a root to a real function f occurs frequently in numerical practices. Here,
we provide a program for the problem in the case where f is continuous and admits a single root in a
given interval (a,b) with a promise that f(a) < 0 < f(1); i.e., we consider an algorithmic version of the
Intermediate-Value Theorem. This case is commonly treated using Bisection method. By testing the
sign of f(x) where z is the mid point @ = (a + b)/2, refine the interval to (a,z) or (z,b) accordingly.
However, this method fails in the case when f(x) is exactly the root of f. Instead, Trisection [Her96,
p. 336] tests the signs of f(x) and f(y) in parallel where x = (2a +b)/3 and y = (a + 2b)/3. With the
promise that f admits a single root in (a,b), at least one of the two parallel tests succeeds. Hence, we
can safely refine the interval to either (a,y) or (z,b). Repeating this refinement until the width of the
interval gets small than 277, we get a 277 approximation to the root of f. See Fig. 4.3 where f(¢) is an

abbreviation for (f,t) for any term ¢.

trisection := function (f : C(R,R),p : Z)
var a : R = 0;
varb: R :=1;
while chooses(b—a < 2P,2P71 <b—a) =2 do
if choosea(f(2xa/3+b/3)X f(b) <0, f(a) x f(a/3+2%x0/3) <0)=1 then
a:=2xa/3+b/3
else
b=a/34+2%xb/3

return a

Figure 4.3: A root finding program in ERC(&fyy)-

See that the loop continues until b—a < 2P and it is promised that the loop ends when b—a < 2P~1.
In each iteration, it tests if f(x) x f(b) < 0 or f(a) x f(y) < 0 in parallel where z is the one-third point
(2a +b)/3 and y is the two-third point (a + 2b)/3. And, it refines the interval accordingly. Therefore,
when the loop exits, one endpoint, a, is 2P approximation to the root of f.

Let us prove the correctness of trisection to illustrate formal verification in ERC. To emphasize,

our purpose here is not to actually establish correctness of the long-known Trisection method, but to
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demonstrate our proof rules using a toy example. Since Trisection relies on the Intermediate Value
Theorem, any correctness proof must make full use of real (as opposed to, say, floating-point, rational,
or algebraic) numbers.

Let us define some abbreviations such that the algorithm in Figure 4.3, for any continuous real

function f having a simple root in (0, 1) becomes of the form function (f : C(R,R),p : Z) ¢1; c2 return a.

ty, = b—a<2, fh=2"1<b—q

t1 = f(2xa/3+0b/3)xf(b) <0, to:=fla)X f(a/3+2%XDb/3)<0
by = choosey(f;,t3) =2, by:= chooses(ti,ts) =1

cg = vara:R:=0varb:R:=1

¢ = whileb; docs

c3 = if by then ¢4 else c5

¢4 = a=2Xa/3+b/3

¢s = b=a/3+2xb/3

We want the program to realize a real functional that computes a root of f, provided that f has a
unique root in (0,1) and that the signs of f(0), f(1) are different. In order to verify that the program
meets the desired property, we need to show that under the condition, the following hold: (i) L ¢ [c1;ca]o
and (ii) for all resulting states 6 € [c1; o]0, 6(a) is a 9P approximation of the unique root of f, for any
p’ € Z where o(p) = p'.

The specification language we use is the logic of ERC extended with &.¢,,. That is, in the language
it has the additional sort C(R,R) which is the set of continuous real functions. It contains the evaluation
map eval : C(R,R) x R — R. As we did for the programming language, let us abbreviate eval(f,x) by

f(z). Let uniq(f,z,y) be the predicate
unig(f € C(R,R),z e R,y e R) = f(z) x f(y) <O0ATz € (z,y). f(2) =0.

Here, 3!z. P(z) is an abbreviation for 3x. P(x) AVy z. P(z) A P(y) = = = y.

The specification we wish to have is as follows:
L' [p=p Auniq(f,0,1)]ci;e2[Tl2 f(2) =0A0< 2 <1Ala—2] < 2”,] > T

where ' =p,p’ : Z, T =p,p’ : Z,a,b,e : R. Here, p’ is an auxiliary variable that stores the initial value
of p considering that the value p stores may vary (though it does not in this specific example) at the end
state. The post condition says, when ci; co terminates, the return value a is a or' approximation of the
unique root of f. Hence, the specification ensures that the program that computes the root.

Implicitly replacing < with <, the terms ¢y, 2, t1, £ can be interpreted as formulae in our specification
language. See that (bi)(tt) < to, (bi)(f) & t1, ~(b1)(uk) & T, (b2)(tt) < t1, (b2)(ff) & t2, and
=(ba) (uk) = T hold.

Let us define I :=p =p' A0 < a < b < 1Auniq(f,a,b) Auniq(f,0,1) as a candidate for the loop
invariant, V := b —a — 27! as a candidate for the loop variant, L := 2°~2 be a candidate for a lower
bound decrement, P = s AIAV =EAL=¢,and Q = IAV < &—¢ AL =¢ in our specification
language with variables &, &’ of the sort R. Let A :=p,p' : Z,a,b,£,& : R.

From the axiom for assignments, we have the triples:

Ak [Hw. (2xa/3+b/3)(w) AVw. (2% a/3+.b/3)(w) = Q[w/a]] cy [Q] >A
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AF [Bw. (a/3+2 x b/3)(w) AVw. (a/3 +2 x b/3)(w) = Qw/b]] ¢5 [Q] > A

See that we can apply the rule of precondition weakening to get the following triples derived:
AF[QI2xa/3+b/3)/a]] es [Q] > A, AF [Ql(a/3+2xb/3)/b] c5 [Q] > A.

When we unwrap the abbreviations, we have

Q2 xa/3+b/3)/a] =

p=p AN0<(2xa/3+b/3) <b<1Auniq(f,(2xa/3+b/3),b) Auniq(f,0,1)
A b—(2xa/3+b/3)—2P"t<¢—¢

N e

and

P/\tl =
2=l < b—a.
p=p A0<a<b<1Auniq(f,a,b)Aunig(f,0,1)
b—a—2r"1=¢
92 _ ¢!
f(2xa/34+0/3)x f(b) <0

> > > >

See that P At; = Q[(2 x a/3 + b/3)/a] holds using intermediate value theorem that if an interval
(a,b) contains a root of f uniquely, and if f(z) x f(y) < 0 for a < x <y < b, then (z,y) also contains
the root of f uniquely. And, similarly, P Aty = Q[(a/3 + 2 x b/3)/b] holds.

After having the implications proven, we can use the rule of precondition strengthening on the triples

of ¢4, c5, and apply the rule for conditionals to get the triple:
AF[ANIAN(V=AL=cs [INV<E-E)AL=E]pA

The side-conditions of the rule for while loops are quite trivial. Hence, assuming that they are proven,
we apply the rule of while loops, apply the rules of assignments and sequential compositions, and we get
the following triple:

I'+[I[0/a,1/b] crseo [T NE] TV

Using the rule of pre/postcondition strengthening/weakening, we can get the originally desired specifi-

cation.
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Chapter 5. Clerical: Expression-based Language with Limit
Operator

Our work began as an attempt to fill a lacuna in Chapter 3. Our goal is to make an imperative
programming language that supports the functionality of constructing real numbers via limit operations
while it remains simple in the sense that it does not introduce functions as first-class citizens.

Refraining from introducing function types in the language can be achieved by interpreting an
expression with a free integer variable as a sequence. Our limit operation is of the form 1im(n,e). Here,
e is a real typed expression containing a free integer variable n. If the induced function n — e defines a
rapid Cauchy sequence, the limit expression defines the real number that the sequence converges to.

In order to be able to define a useful class of limits in the above way, the expression-language must
be rich enough for e to be able to define interesting functions n +— e. To achieve this, it is inevitable to
make expressions command-like, in that they are allowed to contain loops performing much-complicated
computation. In general, such command-like expressions, which subsume commands, may have side
effects. Nevertheless, we distinguish between uses of expressions in which side-effects are allowed (e.g.,
when they are used as commands) and uses in which purity (i.e., side-effect-free) is required. For example,
the expression e in 1im(n:Z, ) is required to be pure, as the value of the expression e, on different values
of n, must not depend on the strategy for evaluating such approximating expressions, which is considered
implementation-specific.

In this chapter, we propose Clerical (Command-Like Expressions for Real Infinite-precision Calcu-
lations) as a streamlined imperative language for real number computation that combines real-valued
variables with a limit operation.

Having a limit operation explicitly, our denotational semantics has to care about limits of non-
converging sequence. Basically, Clerical provides five different operations that cause partialities: i)
comparing real numbers, ii) division by 0, iii) infinite loop, and iv) non-converging limit. Recall from
Chapter 2 that the partial functions (i) and (ii) are strongly computable that their b extensions are
computable. Also, the partiality caused infinite loop is by definition b kind of partiality. On the other
hand, the partiality of the limit operator is totally different in that it is a weakly computable partial
function. That is, its f extension is computable. Hence, in our denotational semantics, we strictly
distinguish the two partialities. We denote L for b, thus that it indicates nontermination. Meanwhile,
we introduce a new symbol e for fj that indicates general failure. (As § — § and b — f§ hold.) Hence, we
make a limit operation’s denotation to be e when it receives an invalid sequence; and the denotations of

comparing the same real number, dividing by zero, and infinite loop are L. !

5.1 Overview of Clerical with Example Programs

Before going through the formal construction of the language in Section 5.2, let us see how programs
in Clerical look like, intuitively, by seeing through some examples.
Clerical is an expression-based imperative programming language where expressions subsume com-

mands. For example, variable assignments (x := ¢), loops (while e do ¢ end), and conditional statements

INote that in ERC, we only distinguished comparing the same real number by uk, and let all partialities be indicated

by L. This is the core difference between the denotational semantics of the two languages.
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(if e then c; else ¢y end) all belong to the set of expressions. In Clerical, expressions, in general, do
not only represent values but also modify states.

However, we do not want every expression to be side-effecting. For example, when we have an
expression of the form e; + es, it makes the language overly complicated when it is possible that the
evaluation of e; and the evaluation of e5 both modify the same variable. In this case, we have to specify
the protocol on reading and writing to shared memory.

We call an expression pure if it is side-effect-free. We enforce expressions that ought to purely
represent values pure. For example, in an arithmetical expression e; ® e, the sub-expressions e; and es
have to be pure, where ® is one of the operators +, —, x of the integer arithmetic or 4, —, X of the real
arithmetic. (Hence, any arithmetical expression is also pure.) In consequence, we do not need to specify
in which order the sub-expressions evaluate; the evaluations of e; and e; are independent. Similarly, the
expressions in assignments and the conditions in loops and conditionals must be pure as well.

Alongside enforcing some expressions side-effect-free, we still want those pure expressions to be
expressive. We allow expressions to create their own mutable local variables. As long as an expression
assigns values only to its local variables, it is not side-effecting. By allowing it, a pure expression still
can be expressive. As an example, the below expression named pos_prec is pure since it only assigns to
its local variables x and m:

pos_prec(n : Z) .= var x :=((1) in
var m :=nin
while m > 0 do
x =z X(2);
m:=m—1
end;x
Here, 0,1,2 are integer constants. And, ¢ is the coercion operations such that ¢(2) represents the real
number 2 € R. When e; and ey are expressions, ej;es is the expression that represents the sequential
composition of e; and es: execute e; then execute es. The value of eq; es is the value of e5. The parameter
n : Z refers to an arbitrary expression of type Z for integers. The intended meaning of pos_prec(n : Z) is
2™ for a non-negative integer n.

We can write an expression that works on all integers as follows:
prec(k : Z) .= if k > 0 then pos_prec(k) else ¢(1)/pos_prec(—k) end

Though pos_prec(n) is written as a function call, it is simply an abbreviation. The expression pos_prec(n)
means to copy the definition of pos_prec with the free occurrences of the variable n substituted by m.
Note that this is not a functionality of Clerical.

Limit operations in Clerical are given by a construct of the form 1im n . e where e is a pure expression
of type R for real numbers, that contains a free integer variable n. When the value of e forms a rapid
Cauchy sequence as n grows to oo, the value of the limit expression is defined to be the real number that

the sequence converges to. As an example, 1im n . prec(—n) evaluates to 0.
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Of course, we can define more complicated limits:

partial_sqrt(z : R) := lim n. var a := ¢(0) in
var b:=x + (1) in
while prec(—n) > b — a do
var m == (b+a)/u(2) in
if mxm — x> 1(0) then b := m else a :== m end

end; a

The expression inside of the limit in partial_sqrt performs Bisection method to find the root of f(y) = y*>—=x
in the interval [0,1 + z]. Throughout the iterations, the interval [a, b] gets refined until the width of the
interval gets less than 27". Hence, when the loop is escaped, one endpoint of the interval, a, is 27"
approximation of y/z. Therefore, for a real number x which ensures the loop to be escaped for every
positive integer n, the expression partial_sqrt(z) evaluates to the positive square root of z.

However, the expression partial_sqrt is not totally defined. As it is necessary for real number compu-
tation, comparison tests are defined partially also in Clerical; i.e., testing e; > e, which is of type B for
Booleans, where ey, e5 are expressions of type R, does not terminate when they represent the same real
number. Depending on the values that n and x represent, the expression in the limit diverges; i.e., for
certain x, the sequence that the limit gets provided is not a proper Cauchy sequence. Hence, for such z,
the limit is not well-defined. (For example, when z = 1, for any positive n, at the first iteration, m = 1.
Hence, the evaluation of the condition 0 > 0 will never terminate.)

Nondeterminism in Clerical, which is essential to make partial comparison tests useful, is provided

by Dijkstra-style guarded commands:

case
| b1 = 1
| bg = C2

end

where by, by are pure Boolean expressions and ¢y, ¢o are (possibly side-effecting) expressions. The intended
meaning is that ¢; may execute if e; is true, and ¢ may execute if by is true. When b; and by both hold,
either branch may execute nondeterministically. Even when one of the evaluations of the guards does not
terminate, if the other holds, the corresponding branch executes. For example, we can write a program for
an approximate test > y with precision 27" by case z > y+ 27" = true |y >z + 27" = false end.

See that the following expression correctly computes the maximum of two real expressions z, y:

max(z y : R) := lim n. case
| 2 >y — prec(—n) = x
|y > — prec(—n) =y

end

When z > y, even if the second branch is taken as y > x — 27", since |x — y| < 27", we can ensure
that y approximates the maximum, which is z, by 27". Using max, we can also define expressions for
computing min(z y : R) :== —max(—z, —y) and abs(z : R) := max(z, —x).

Now, back to the problem of finding the root of a quadratic polynomial. We know already from

Section 4.3 that Trisection replaces Bisection. The following expression correctly computes the positive
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square root of x:

sqrt(z : R) := lim n. var a := +(0) in

var b=z + (1) in

while case b —a > prec(—n — 1) = true | prec(—n) > b — a = false end do
var ¢ := (1(2) Xa 4+ b)/i(3) in
var d == (a4 ¢(2) X b)/¢(3) in
case
| 1(0)>exXec—a=a=c
| (0) >dxd—x=b:=d
end

end; a

5.2 Formal Syntax and Typing

In this section, we introduce the grammar of Clerical including the typing rules.

5.2.1 Formal Syntax

Clerical provides the following data types: Z for the set of integers, B for the set of Booleans, R for
the set of real numbers, and U for the singleton set {*}. We write 7, ¢ and their variants to refer to
arbitrary data types. As usual, we assume there is unlimited supplies of variables and write them using
alphabets x,y, v, - - - and their variants.

Clerical is an expression-based language where an expression stands for both a computational in-
struction and a value. We write small alphabets e, ¢ and their variants to refer to arbitrary expressions.
Although they are all just expressions, we make some (typing-level) distinctions: an expression is pure if
the expression only assigns to its local variables; i.e., an expression is pure if it is side-effect-free. Though
the purity of an expression is dealt with in typing rules, in the definition of expressions, we write e and
its variants to denote expressions that ought to be pure, and ¢ and its variants to denote expressions
that are possibly side-effecting. See Fig. 5.1 for the definition.

1

We abbreviate e; /ey for e; Xea ™!, —e for 0 — e, —e for 1(0) — e, e; > ey for e < e1, and e > ey for

ey < eq.

5.2.2 Typing Rules

Not all expressions are of interest; i.e., not every expression has a meaning. We are interested only in
well-typed expressions and an expression being well-typed is dependent on contexts which is a structure
that memorizes in which data type that a variable has been declared.

A typing context is a function from a finite set of variables to their data types where - denotes the
empty function. For a typing context I', a variable x not in dom(T"), and a data type 7, we write ', z:7
to denote the function I'" extended with the mapping z — 7. For typing contexts I' and A, when their
domains are disjoint, we write I'; A to denote the join of the two functions. A typing context being a
function from a finite set, we often write it as a list of assignments: x1 : 71 -+ - Ty, : Ty

A read-only context I' is a typing context. And, a read-write context is a pair of typing contexts
T'; A where I is a typing context of read-only variables and A is a typing context of read-write variables.

Of course, the domains of I and A have to be disjoint.
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Expression e, ¢

=

| true | false
|k

| skip

| u(e)

‘ e1 ©es

| e1 ey ‘ e !
| e1 < ez | €] = €2
| €1 { €2

‘ limz.e

| C15C2

| var x ;= e inc

| Tri=e

‘ if e then ¢ else ¢y end

‘ casee; = ¢ |- | e, = ¢, end
|

while e do c end

variable

boolean constant

integer constant

unit

coercion from Z to R

integer arithmetic ® € {4+, —, x}
real arithmetic [ € {4, —, %}
integer comparison

real comparison

limit (z bound in e)
sequencing

local variable (z bound in ¢)
assignment

conditional

guarded cases

loop

Figure 5.1: The formal syntax of Clerical expressions.
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Having two different types of contexts, we define two different judgement forms accordingly:

I'ke:7 e has type 7 in read-only context I'

IAlRFce: T ¢ has type 7 in read-write context I'; A
The typing rules are defined in Fig. 5.2.

See that as we demand e to be pure and ¢ be not in var x := e in ¢, the rule for deriving
I'"AlFvar x ;= edinc: 7 requires I AFe:ocand I'; A,z : o Ik ¢: 7. In words, e has to be a pure
expression of type o and c¢ has to be a read-write expression of type 7 assuming z : o.

There are two notable typing rules:

Iy-lke:r I'N'Ate:r

I'kte:r AlRe: T
The first one enables us to make a pure expression from a read-write expression if the read-write expres-
sion does not mutate any global variable. For example, though if e then c; else co end is primarily
considered as a read-write variable, if ¢; and ¢y do not assign to global variables, and it can be judged
to be a pure expression. The second rule is obvious: it says we can regard a pure expression as a
state-changing expression hence that the latter is a broader class of expressions. In other words, any
expression is a state-changing expression.

The rules make it possible to judge the following expression, for example, be judged well-typed pure

expression under I' =z : R:

42 + (if x>0 then var y := 42 iny := 12;y else 42) .

T;-lke:r I''Akre:T I(z)=r

I'ke:r I’Alke: T I'Fx:7 I'+ false: B I'+true: B I'tk:Z
The:Z I'ke :Z I'key:Z I'e:R I'key:R
'+ skip: U IF'kele):R I'Fei ®Gey:Z I'Fe Ees: R
I'Fe:R I'ke :Z I'key:Z I'ke :Z I'key:7Z I'e;:R I'Fey:R
e ?t:R I'kei<ey:B I'keg=e:B ke <ey:B
zZkFe:R I[AIFe U | RVAN O I'N'Ate:o A xolkce: T
't (limz.e): R A (cr5e9) 0 7 DA lR (varz:=einc): 7
Abxz:T I'NAte:r I''Are:B AR e s 7 AR T
;AR (z:=e): U ;AR (if e then ¢q else ¢y end) : 7
I''Are :B ;AlRe T (i=1,...,n) I''\AFe:B I'AlFe: U
AR (casee; = ¢ |- |ep=cpend) i T I'AlF (whileedocend): U

Figure 5.2: The typing rules of Clerical.

5.3 Denotational Semantics

5.3.1 Denotations of Data Types and Contexts

Denotational semantics provides a way of interpreting each part of a programming language by

mapping it to a familiar mathematical object which is what we want to see it as ideally. For example,
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we have R as a data type. However, what we really want to see from it is the set of real numbers R. The

denotations of data types in Clerical are defined as follows:

[U] = {*} [B] := {tt, ff} [Z] =7 [R] =R

The denotation of a context is the set of a mapping from each variable that is defined in the context
to an actual mathematical value that the variable stores. Using the dependent product notation, the

denotation of a typing context is defined by

= JI @l

zedom(T)

For states v € [I'] and ¢ € [A], we write (v,d) € [I', A] for the join of the functions. And, we write
() € [-] for the empty function. And, for a state v € [I'], a variable 2 € dom(T'), and a value v € [I'(x)],

we write y[z — v] to denote to the state whose function value at y is y(y) if y # = and is v when y = z.

5.3.2 Semantic Construction
For a set S, define S be a poset on S U {L,e} with the ordering
r<y & x=1lVzr=y.

We consider L as nontermination and e as invalid computation?. We define a slightly modified Plotkin’s

powerdomain
P,(S)={XCST| X #£0A (X infinite= L e X)A(e€ X = X =59)}
which is ordered by Elgi-Milner ordering
XCY & MWMreX . yeY o<y AMWzeY dxeX z<y).
See that the order can be characterized by
XY < (LeXAXCYUu{lLhvX=Y.

Let us write b = { L} and ¢ = 5§ € P,(S). We use the powerdomain to interpret our denotational

semantics based on Kleene’s fixed-point theorem. Hence, it is crucial to note the following.

Lemma 5.1. For any set S, the powerdomain (P, (S), C) is a w-CPO with a least element; any increasing
chain in P, (S) has its limit in P, (S), and there is the least element in P, (S) which is b.

Proof. For any set S, P, (S) is exactly the Plotkin powerdomain except for e, which is above any element
containing L. Suppose a chain in P, (S) does not encounter e. Then, the limit is the limit of the chain
in the ordinary powerdomain. Suppose a chain contains e. Then, the limit of the chain is e. Since ¢ is
above b, b is the bottom element of P, (S). O

There is a rectifying operation , : {X C S5} — P,(S) defined by

¢ ifee X,

X U{Ll} if X infinite,
" ) if X =0,

X otherwise.

2See that e and L were dealt as L in Chapter 3.
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For an indexed set f : I — P,(S), define the join operation

@ﬂ@:<Uﬂ@l

zel zel

where |4, ., f(2) € P.(S).
To use this domain to interpret our denotational semantics, we need to define various lifting opera-
tions. Of course, instead of defining that ad hoc, we see that our powerdomain construction S — P,(.5)

is a moand in Set by taking a small detour:

Lemma 5.2. Consider an endofunctor P : Set — Set defined on sets and functions as follows.
P(4) = {SCAU{L}|S infinite = L € S}
{f@)} ifotL

P(f:A—=B) : S U,es
{1} otherwise.

(Note that the difference from the Plotkin powerdomain construction from Section 3.3 is that P allows
the empty set.) The endofunctor with the collection of functions 74, ua for each set A is a monad where
they are defined by
na : x +— {z}
T itT # 1,
{Ll} otherwise.

] ifJdiel fi)=0, )
Here, Uzel flz) = for an indexed set f: I — P(B).

Uier f(i) otherwise ,

Proof. We first need to show that 7 : I — P and p : P? — P are indeed natural transformations. That

is, the following diagrams commute:

A—" 5 P(A) 2 P2(4)
f P(f) P2(f)

B —" __ PB)«+—*— P%B)

The left diagram is easy to verify that for any z € A, (npo f) () = {f(z)} and (P(f) ona) (x) =
P(f){z}) = {f(2)}.

To verify the right diagram, for any S € P?(A), see that

{fl@)} ifz# L, ,
fT#1,
P2(f)(S) = U User {L} otherwise , 7
TeS
{1} otherwise .

We can characterize the set as follows:

D=P2(f)(S) <= 0=S5,

L eP3(f)(S) <= Les,
{f@)} ifz#L,
{1} otherwise .

X#LNXePHf)S) = T €S X =Uer
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Using the characterization, we can characterize ug(P%(f)(S)) as follows:

pe(P*(f)(8) =0 < S=0pvITe S 0= {fx)} ifas#L

wer | {L} otherwise
— S=0vhes,
y € up(P2(f)(S)) <= (~(S=0v0eS)A((y=LALeS) VIX eP(f)(S). y€ X)

(@) ifa#L,
U

cer | {L} otherwise ,

— 0gSA|(y=LAnleS)vITeS ye

= 0dSA(y=LA(LeSVITES. LeT)vaTeS dxecT y=f(z)) .

Now, see that (P(f) o pa)(S) is

{f@) ifa#L,
U

{1} otherwise .
T HT#L,
z€ | Ures
{1} otherwise,

T T4 L,
It can be the emptyset if and only if (-) ;g 7 is the emptyset, and this happens exactly
{1} otherwise,
when S=0oreS.
In the other case, assuming @ & S, the set P(f)(114(S)) contains L if and only if
T ifT# 1,
Ures contains L. That is, when L € S or there is T' € S such that L € T.
{1} otherwise,

Again assuming () ¢ S, see that y which is not L is in (P(f) o ua)(S) if and only if there is
TOHTAL, . o
€ Upeg such that y = f(x). That is, if and only if there is T € S such that they
{1} otherwise,

risin T
We just observed that the two characterizations coincide, and that the collections of functions are

indeed natural transformations.
Coherence Conditions

In order to confirm that the endofunctor P with two natural transformations  : I — P and p : P? —
P is a monad, we need to verify the monad laws which are the coherence conditions: (i) pa o npa) =

idp(ay = pa o P(na) and (ii) pa o pp(ay = pa o P(pa) illustrated in the following diagrams.

P(A "7P(A) A) Hp(A) PQ(A
P(na) ra  Pua)
P2(A) — 4 P2(4) — 1 P(A)

For the left diagram, see that for any S € P(A),

T OMT£L,
(naomp)(S) = ) 7

re(sy | {L} otherwise,
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is simply S. And, for any S € P(A), the set (4 o P(n4))(S) is defined as follows.

(a0 Pna))($) =pa | | {{z}} ifax# L,

wes | {L}  otherwise,

T #T#L,

: {1} otherwise .
{{z}} ifa# L,

Te UwES
{1}  otherwise,

It can be the emptyset if and only if S = ). In the other case, when S # (), see that

{{z}} ifa#L

T e€U,es ifand only if T= LA L € SorT = {z}Ax € S. Hence, again, the above
{1}  otherwise

is precisely S.

For the second coherence condition, the diagram on the right, consider any S € P3(A). See that

T OHT#L,
e (a)(S) = U
res | {L} otherwise,
R ifR#L,
pa(ppay(S)) = U
{Ll} otherwise.
T ifr#.1,

Re | Ures
{1} otherwise,

and
Y RoOatRzAL |
Jr 1 s
P(ua)(S) = U T {1} otherwise ,
TeS
{1} otherwise ,
P ifP#£L,
na(P(ua)(5)) = U
{1} otherwise .
R ifR#1, )
Urer ifT#1,
Pe| Ures {L} otherwise,
{L} otherwise ,
To ease the presentation, let us write X := pia(up(4)(S)) and Y = pa(P(pa)(5)).
T  HT4L,
See that X = 0 if and only if (i) S =0, (ii) 0 € S, or (iii) 0 € Jpeg The third
{1} otherwise .

condition holds if and only if 3Q € S s.t. P € Q and D & S.
On the other hand, Y = @ if and only if (i) S = 0,

R ifR£L,]|
. Urer fr#1, .. . .
or (ii) 0 € Ures {1} otherwise, The second condition holds if and only if
{1} otherwise .
R ifR#1,

there is 7' € S such that Jzcp is the emptyset. And, this condition holds if and
{L} otherwise .

only if T = () or § € T. Therefore, X = () if and only if Y = (.
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From this point, assume X,Y # ().
. . T OHTAL, .
See that L € X if and only if L € (J;cqg or there is R such that L € R and
{1}, otherwise

T T#L,
ReUpres 7 This holds if and only if 1 € S, there is T' € S such that L € T, or there
{1} otherwise.

is R,T such that L ¢ R, Re T, and T € S.

R if R# 1, )
. . Urer ifT# 1, .
And, L €Y holds if and only if 1 € (J;cg {1} otherwise, or there is
{1} otherwise ,
R ifR£L,]|
Urer it T #£ 1 '
P such that . € P and P € UT€ g {1} otherwise, The first holds if and
{L} otherwise .

only if 1 € S. And, the second holds if and only if there is T' € S such that there is L € T or there is R
such that R € T and L € R. Therefore, 1. € X if and only if L € Y.
Now, suppose any = that is not L. See that x € X if and only if there is R such that z € R and

T T#L,
R € Jpeg 7 This holds if and only if there is R, T such that xt €« R, R€ T, and T € S.
{1} otherwise .

And, z € Y holds if and only if there is P such that x € P and

R ifR#L,

Urer
Pe U © {1} otherwise,
TeS

i T AL,

{1} otherwise .

This holds if and only if there is 7' € S such that there is R such that R € T and = € R. Therefore,
ze Xifandonlyifx €Y.
Now we conclude p4 o pp(a)y = pra © P(p4) holds. Satisfying the coherence conditions, (P,7, i) is a

monad. O

Corollary 5.1. The powerdomain construction S — P,(S) as an endofunctor in Set whose action on
functions is defined by
¢ if z=e,
P(f:A=B)=8Sm [ J{L} ifa=1,
ves {f(z)} otherwise,

is a monad with the unit 74 :  — {z} and the multiplication

{e} U T =e,
pa:Se W Q{L} #T=1,
TeS
T otherwise.
Proof. For any S, see that P(S) — P, (S) by
X if X #£0

(fs : P(S) = Pu(5)) : X =

¢ otherwise.
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is an isomorphism where

0 fY #e
(gs : Pu(S) = P(S)) : Y —
Y otherwise

is its inverse. Hence, P, also is a moand with the unit
fs ong : S = P(9),

and the multiplication
fs o s oP(gs) o gr,(s) : Pu(Pu(S)) = Pu(S)

The construction P, being a monad on Set, it is a strong monad with the tensorial strength:
Bsr : SxP(T) — P, (SxT)
{e} ify=e,
(QS, Y) — Lﬂer {J—} if Y= J—a
(z,y) otherwise.
And, the natural transformation is obtained from the strength:
agr : P(S)xP(T) — P.(SxT)
e ifr=eVy=e,
(X,Y) = Weexngey ({1} ifz=1vy=1,
(z,y) otherwise.
Also, it is countably applicative with 6 defined by
s : N=P(59) — P,(N—=Y9)
{e} it di. e =,
(n—=Xn) = W,ex, {L} if 3i. L =,
{n+— x,} otherwise.

Hence, we can define various types of lifting.

e When f: Ay x---x Ay — B, we can lift it to fT: P, (A;) x--- x P,(A4) — P,(B) by consecutively
precomposing appropriate o on P, (f). It happens to be

{e} if 3q. Tr; =€,
£ ) Sa) = v, {1 3.z =4
1, S ..x S,
(z1 4)ES1X X8 {f(z1, -+ ,z4)} otherwise.

e When f : A x --- x Ay — P,(B), we can lift it to fT : P,(A4;) x -+ x P,(A4) — P.(B) by

consecutively precomposing appropriate o on pp o P.(f). It happens to be

{e} if 3i.x; =e,
P ) Sa) = v, {1 if 3. i = L,
1y ) EST XX S
(71 a)€S1X d f(z1, -+ ,mq) otherwise.
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e When f: Ay x---x Ay — B, we can lift it to fTi : A} x P,(A;)--- x Aqg — P,(B) by precomposing
appropriate 8 on P,(f). It happens to be

{e} if T; = €,

(@, iy mg) = L-ﬂ {1} =1,
Zj SL

© {f(x1, -, 24, --xq)} otherwise.

e When f : A; x -+ x Ag — P,(B), we can lift it to fTi : A; x P,(4;)--- x Ay — P.(B) by
precomposing appropriate 8 on up o P,.(f). It happens to be

{e} if T; =€,
[y Sieeza) = | {1} if z; = L,
© flxy, -+ ,m;,---24) otherwise.

e When f : (N — A) — B, we can lift it to fT : (N — P,(A)) — P.(B) by precomposing 4 on
P, (f). It happens to be

{e} if 3. x; = e,
FH(Sien) = ) < {1} if 3wy = L,
e {f((x:)ien)} otherwise.

e When f: (N — A) — P,(B), we can lift it to fT: (N — P,(A4)) — P,(B) by precomposing 64 on
g o Pu(f). It happens to be

{e} if Ji. x; = e,
F1((S)iew) = | S {1} if 3i.ay = L,

;€5 .
f((zi)ien) otherwise.

For a mapping f: A; X -+ x Ay — B and a set X € P,(S5;), define
(Iet z; < X in f) = ij|Si::X : Al X - 'Ai—l X Ai—i—l X 'Ad — P*(B)
Similarly, for a mapping f : A1 X -+ x Ag — P.(B) and a set X € P,(S;), define

(let x; « X in f) == fTi

Si=X : A1 X "'Ai,1 X Ai+1 X Ad —)P*(B)

For a function valued function f: A; — --- — Ay — B, let us define fT and £t by curry((uncurry(f))")
and curry((uncurry(f))).
Let us define an auziliary lifting. For a mapping f : S — T$, define its codomain lifting f*: S —
P.(T) by
FH) = {f(@)}.

Now, we see their domain-theoretic properties.
Lemma 5.3. Lifting is monotone in both arguments that
1. for any f: S — Po(T) and X,Y € P,(9), if X C Y, then f7(X)C f7(Y), and

2. for any f,g: S — P,(T) and X € P,(S), if V2 € X. f(x) C g(x) then fT(X) C gf(X).
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Proof. (Proof of 1). Suppose e € X. Then, fT(X) = ff(Y) = ¢. Hence, assume e ¢ X. Ife € Y, in
order to make X C Y hold, I € X holds. Hence, L € fT(X)C ¢ = f(Y) = e. Further suppose e ¢ Y’
too. f Le X and L €Y, X' CY’ where X = X'U{L}, Y =Y U{Ll}, and X,Y C S. In the case,
FHX) C YY) and F1(X) = FHX)U{LY and f1(Y) = F1(Y") U {L}. Therefore, f1(X) C f1(¥).
Now, suppose | ¢ Y. In the case, f1(X) = fI(X)U{L} C fI(Y)U{L}. Hence, fI(X)C fi(Y). If
11X, X=Y.

(Proof of 2). Ife € X, f1(X) = ¢g7(X). Hence, suppose e & X.

See that for each z € X, f(z)\ {L} C g(x) \ {L} holds. And, if L € f7(X), it holds that
STX) = {L}UU,ex f(@)\ {L}. And, similarly. g7(X) = {L} UU,cx 9(z) \ {L} if L € g'(X). Hence,
due to the monotonicity of the set union, we have ff(X) C ¢g7(X).

Suppose L ¢ fT(X). It holds only if for each x € X, it holds that 1 ¢ f(z). As f(z) C g(x), it
holds that f(x) = g(z) for all .

Now suppose L € fT(X) and L ¢ g'(z). Then, f1(X) = {L} UU,cy f(z) \ {1} and ¢'(X) =
U.ex 9(2). And, for each € X, it holds that f(x) \ {L} C g(x) \ {L} = g(x). Hence, we have
X)) Eg'(X).

O

Lemma 5.4. Lifting is continuous in both arguments that

1. for any f : S — P.(T) and X; € P,(S) where (X;);en is a chain with regards to the point-wise

L sfex = £1( 1) X0)-

€N €N

ordering,

holds. And,

2. for any f; : S — P(T) and X € P,(S) where (f;)ien is a chain with regards to the point-wise

L o= (1) .

€N €N

ordering,

holds.

Proof. (Proof of 1): The fact that (fT(X;)):en is a chain is direct from Lemma 5.3.1. Let us write X for
the limit of (X;)ien-

See that e € | |,y fT(X;) if and only if Ji. e € fT(X;) if and only if Ji. e € X; V3Iz € X;. e € f(z).
And, e € fT(X)ifand only ife € XV3z € X. e € f(z) if and only if (Ji. e € X;)V (Fi. z € X;. e € f(2)).
And, the two conditions are equivalent.

Similarly, assuming e is not in the both sides, L € | |, fT(X;) if and only if Vi. L € f7(X;) if and
only if Vi. L € X;V3r € X;. L € f(x). And, L € f1(X)ifand only if L € X V3z € X. | € f(z) if and
only if (Vi. L € X;)VvIi.3zx € X;. L € f(x).

If (Vi. L € X;), we immediately have Vi. L € X; vV3x € X;. L € f(x). Suppose Ji. Jx € X;. L €
f(z). Then, since X; is a chain all X; with j > i contains z. Therefore, fT(X;) for all j > i contains L.
Hence, L € | ;o fT(X5).

IfVi.l e X; vz e X;. L € f(x), if there is at least one ¢ such the right term 3z € X;. L € f(z)
holds, then since the = such that 1 € f(x)isin X, L € f7(X). Hence, suppose there is no such i. That
is, Vi. L € X; holds. Then, 1L € f1(X) as well.
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Now, suppose L is not in the both sides as well. Then, for any y € T', see that y € | |,y f1(X;) if
and only if there is z € T in X; where y € f(x). And, y € fT(X) if and only if there is z € T in X where

y € f(x). See that the two conditions are equivalent.

(Proof of 2): The fact that (f;r(X))Z-GN is a chain is direct from Lemma 5.3.2. Let us write f for the
limit of (f;)i;eny with regards to the point-wise ordering.

Observe that e € | |, £ (X) if and only if Ji. e € f(X) if and only ife € X V3Iz € X. Ji. e € fi(z).
On the other hand, e € f1(X) if and only if e € X V3Iz € X. e € f(z) if and only if e € X v Iz €
X. Ji.e € fi(x).

Now, suppose e is not contained in the both sides. Then, L € | ];oy (X)) ifand only if Vi. L € f(X)
ifand only if Vi. L € XVv3dzr € X. 1L € fi(z) if and only if L € X VVi. dx € X. L € f;(x). And,
Leffi(X)ifandonlyif L € XVv3re X. L € f(x)ifand only if | € X v 3Ir € X.Vi. L € fi(2).

Since the case L € X is obvious, suppose L. ¢ X. Then, L € | |,y f;r(X) if and only if Vi. 3z €
X. L € fi(x). Let a; € X satisfies L € f;(x;) for all i. Since X is finite, there is x € X that is x;
for infinitely many ¢. Since L € f;(x) implies L € f;(z) for all j < i, L € fi(z) for all i. Therefore,
L € e £1(X) if and only if 3o € X. Vi. L € f;(z) if and only if L € fH(X).

Now, suppose L also is not contained in the both sides. For any y € T', see that y € | |,c f;f (X)
if and only if 3. y € fZT(X) if and only if 3. 3z € X. y € fi(z). And, y € f(X) if and only if
Jr € X. y € f(x) if and only if 3z € X. Ji. y € f;(x). Hence, we conclude that the desired equation
holds. O

Lemma 5.5. Set union is continuous in that for any X;,Y € P,(S) where (X;)ien is a chain, the

|—|ieN(Xi uY) = (|—|ieN Xi) uY.
Proof. The fact that (X; UY') is also a chain is direct from the definition of the Egli-Milner ordering.
Let us write X for the limit of (X;);en-

See that e € X UY if and only if e € X Ve € Y if and only if (Ji. e € X;) Ve € Y if and only if
Jdi.(e€ X;VecY)ifand onlyife €| |, y(X;UY).

Now, assume e is not in the both sides. Then, L € X UY if and only if 1 € X vV L € Y if and only
if (Vi. L e X;)vLeY. And, L € |[,.y(X;UY) if and only if Vi. (L € X; v L €Y) if and only if
(Vi. Le X;)VLeY.

For the last case, assuming 1 is also not in the both sides, for any z € S, x € X UY if and
only if x € X Vo € YV ifand only if (Fi. 2 € X;) Vo € Y. And, z € | |;.y(X; UY) if and only if
Ji.(xeX;VezeY)ifandonly if (Ji.z € X;)VaeY. O

following holds:

Lemma 5.6. The Kleisli composition are continuous in both arguments that for any f;, g : S — P,(5)

where (f;)ien is a chain with regards to the point-wise ordering, the following equations holds:

;
1. <|_|Z-€Nfi) 09 =ien (fl 2 9),
2. g" ol ien fi = Uieng' o fi -

Proof. They are direct from Lemma 5.5. O
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5.3.3 Denotations of Expressions

For a well-typed pure expression I' F e : 7, its denotation on a state v € [I'] is the set of values that
e evaluates to regarding nondeterminism. The case L € [['F e: 7]y denotes that a nondeterministic
branch in evaluating e under ~ leads nontermination. And, e € [I'F e: 7]y denotes that there is a
nondeterministic branch facing total failure.

Similarly, for a well-typed read-write expression I'; A IF ¢ : 7, its denotation on v,d is a set of
(¢',v) € [A] x [r] representing that there is a nondeterministic branch in the execution that leads to
new read-write state 6’ with v being evaluated. There also are other cases that e and L are in the
denotation which denotes the same cases for pure expressions.

Hence, the meaning of a pure expression I' e : 7 is a map
[TFe:7]:[] = Pu(r])
and the meaning of a read-write expression I'; A IF ¢ : 7 is a map
[T;AFc:7]: [T = [A] = Po([A] x [7]) -
Let us recall and define some auxiliary functions. The first is conditional:

Conds : 2xSxS — S
z ifb=tt

0,z,y) —
y otherwise.

The second is to interpret guarded nondeterminisms:

Guards : 2xP,(S) — P(5%)
X ifb=1tt
= (b, X) —
®  otherwise.

In order to interpret 1lim, we take e extension of the partial limit function lim. That is,

) lim((z;)ien) if I2.Vk € Z. |2 — x| < 27F
lim((zi)ien) le=
e otherwise.

a function from R — RS . And, define Eg : P, (S) — P.(5) by

e iflelX,
ES (X) =
X otherwise.

See that

z} ifVi. X\; CRAVyE X;. |z —y| <277,

Er o (lim[e)*(X})ien = to} Y =l
e otherwise.

For the real number comparison <, we consider the L extension of the partial comparison <:

tt ifx <y,
i<l Og:(zyy) = S ff ify <,

1 otherwise,
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Similarly for !, we take L extension of the partial function (07!:

71 .
STl LA
1 otherwise.

For a set T, let us write j : T x {*} — T for the projection map and k : T'— T x {x} for the map
x> (z,%). Forany b: T — P,(2) and ¢: T — P, (T x {*}), let us define

W(b,c): (f: T — Po(T x {*})) — Cond/! o(bx (ffojloc)xkf).

Po(Tx{*})

Lemma 5.7. For any b : T — P,(2) and ¢ : T — P, (T x {x}), the mapping W(b, ¢) is continuous; i.e.,

for any chain (f;);eny w.r.t. the point-wise ordering,

LW, e)(s) =wib.e) (L] 1:)-

ieN ieN
Proof. For any mapping b: T — P,(2) and ¢ : T — P,(T), define the mapping
Wi o (f : T —=Pu(T)) = Condl! 7 o (b x flocxn).
and see that

Wb,c(f) = kT © _jTob,jToc(jT © f)

holds. The mapping W is continuous by the definition of Cond, Lemma 5.4, and Lemma, 5.5.
Hence, it holds that

Wb’c<|—|ieN fi) = ko Wjrap jiee (‘jT ° I—lz’eN fi)
=kfo V_ijob,ﬁoc(l_lieNjT o fi)
=klo |_|i€N \/_\/J'Tob,jfoc(jJr o fi)
= |—|i€N kT © V_VjTob,jToc(j © fl)

_|_|€N 1’

using the continuity of Kleisli compositions from Lemma 5.6.

Using the auxiliary functions, we define the denotational semantics of Clerical as in Figure 5.3.
In order to simplify the presentation, let us write [e] instead of [I'; AlFe: 7] or [I'F e : 7] when it

is obvious from the context what are missing.
Remark 5.1.

1. For a well-typed expression I' - e : 7, its denotation on a state v is a subset of [7] U {e, L} of the
values that e can evaluates to considering the nondeterminism in the evaluation. There are two
special cases. The first is when L € [e]y. The case denotes that there is a nondeterministic branch
in the evaluation which leads to nontermination. The other case is when e € [e]y. It denotes the

case where an error is occurred in the evaluation of e. See that due to the construction, in the case,

[e]y =
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The denotations of read-only expressions

[CEe:r]y=nlo[l; IFe:7]v()
[z 2T B @y s ]y = gy v
[T F false: B]y = {ff}
[T+ true: B]y = {tt}
[T+ k2] = {k}
[T F skip: U]y = {x}
[T+ u(e) : Rly = d(I°F e 7])
[CHeiGey:Z]y=[TFe :ZJyO  [LFey: Z]y
[CHei@es:Rly=[CFes:Rlya [[Fes:R]y
[CF e Rly = ([0 Fe: Rpy) 0"
[[Fl—elzegtB}]'y:[[Fl—q:Zﬂ’y:T [T+ eq:Z]y
[Chei<ex:Z]y=[Tke :Z]y<'[['Fey:Z]y
[TFe <ey:Rly=[CFes:Ry(< | Fes: Ry
[TF (limz. e) : R}y = Eg o (lim [)¥ (N3 ks [[,2:ZF e : R] (v, (z — k))).
The denotations of read-write expressions
[T;AlFe:r]yd=letv < [[AFe:7](v,d)in (4,v)
[T AR cryea:T]yvd =let (x,6") « [[;A I ¢ : Ulydin [[5A IR co: 7]y
[T;AlF (varz:=einc) :7]yd=letv« [I;AkF e: o] (y,0) in
let (6',0") « [[; A, z:0 - c: 7]y (6, (x = v)) in
(0" Tdom(a), V")
;A (z:=e):Ulyd =letv« [[AFe:7](7,0) in npagx1(dz — v], *)
[T;AlF (if e then ¢ else cp end) : 7] yd =letb < [[,AF e: U] (v,0) in
Condp, ([apx ) (0, [T Al c1 o 7] v 6, [T AR cp o 7] v 6)

The denotation of guarded nondeterminism
[T;AlF (casee; =c1 |- | ey = cpend) i T]y0 =
<U7:=1 UbE[[l",Al—ei:B]] (7,9) Guardgry (0, [T A 1 i : 7] 75))

The denotation of a loop

*

[[F; Ak (while edoc end) : U]] Y= LFP(W[[F,AI—b:B]]|,y,|IF;AH—c:U]}'y)

Figure 5.3: The denotational semantics of Clerical.
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2. The two failures, nontermination | and error e, are strictly distinguished in the semantics. It is

because nontermination can be meaningful when it is an argument of our guarded nondeterminism.?

The source of L is (i) division by 0, (ii) comparing an identical real number, and (iii) infinite while

loop. On the other hand, the source of e is an ill-defined limit.

3. For a well-typed case expression I'; A |- case e; = ¢; | e = ¢z end : 7, even when e is
nontermination, if e evaluates to tt, co executes. When both e; and e5 evaluate to tt, the denotation
of the case expression contains the both branches. When both e; and ey evaluate to ff, the

denotation of the case expression contains 1.
4. The denotation of a while loop is defined in the way that it satisfies the recurrence equation:

[while e do ¢ end] = [if e then ¢;while e do ¢ end else skip end]

5. Define a sequence of expressions:
AZTY = 1if e then ¢; A7 else skip end
A? = while true do skip end.

Then, the sequence of denotations ([[A?c}])n ¢y forms a chain whose limit is the denotation of the

while loop.

6. For a well-typed expression ¢’ := while e do ¢ end and a state (v;¢), the following holds:
[¢']v 6 = e if and only if there is m € Ns.t. [AT ]y d =

If it is not the case, (&', *) € [¢']y 0 holds if and only if there is n € N such that (&', ) € [AL ] 4.

5.4 Reasoning Principles

5.4.1 Assertion Language

We consider a many-sorted first order logic over the sorts U, B, Z,R. Its term language includes the
subset of read-only expressions of Clerical by taking (1) constants true, false, skip, k, (2) arithmetical
operations e; ® ey, ea[Heq, e~ 1, (3) coercion «(e), and (4) variables. We let its well-typedness be inherited
from the well-typedness of Clerical expressions. Furthermore, we suppose Z 3 p — 2P € R is expressible
in the logical language that there is a typing rule

'kp:Z
'k2P:R

For a context I', we define the well-formed judgement of formulae:

Tkt 7 Tlkty: T T'ikty:Z TlEty:Z I'F¢;:R I'lFty: R

IT'IF True T' I False Tt =ty TIFt <tg DIFt <to
I'lF¢ Thke¢ Tl¢ Ty Tlhke Ty T,z:7 I T,z:7 I
TIF¢= v T oAy TIFovy TIF3z: 7.9 TIFvVz:r.9

Familiar formulae are considered to be defined as abbreviations. For example, —¢ is an abbreviation for

¢ = False, z <y is an abbreviation for x = y V < y, and so on.

3In ERC from Chapter 3, we identified both with L.
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We take the standard interpretation and write [I" IF ¢] for the set of states v € [I'] that validate ¢.
Though we do not specify derivation rules of the assertion language, let us write I' F ¢ to denote that
the well-formed formula I' IF ¢ is derivable in the language. Of course, we assume the assertion language

is sound.

5.4.2 Specifications

We use precondition-postcondition-style program specification. Given a well-typed read-only ex-
pression I' e : 7, we say a context = to be a context of auziliary variables if its domain is disjoint to
I". Similarly, for a well-typed read-write expression I'; A IF e : 7, we say a context = to be a context of
auxiliary variables if its domain is disjoint to I', A.

We define the four kinds of specifications.

1. Partial correctness specification for read-only expressions For a well-typed read-only expression I" -

e : T, a context of auxiliary variables =, a precondition =, T" I- ¢, and a postcondition Z, ', y:7 IF 1,
ExTH{o} e {y:7|v}
denotes that

Vi, v) e[E,TIFg].eg[The:r|yAVve[Dke:7]y.(&v,y—v) € [E, T, y:7 -] .

2. Partial correctness specification for read-write expressions For a well-typed read-write expression
I Al e : 7, a context of auxiliary variables =, a precondition =, ", A IF ¢, and a postcondition
=0 A y:7 I,

EcD;A{¢} e {y:7|v}
denotes that
V(& v,0) € [E,T,AlF¢].
ed[Che:7]ydAVY(v)e[TEe:r]vd.(&7, 8, y—v) e[, T, A yTIFyY] .

3. Total correctness specification for read-only expressions For a well-typed read-only expression I' -

e : T, a context of auxiliary variables =, a precondition =, T" IF ¢, and a postcondition Z, ', y:7 IF 1,

EDFF{(ﬁ} e i{y:7'|w}

denotes that
Vi, v)e[E,TIFg]. LE[Dhe:m]yAVve [T ke:7]v.(&y,y—v) €[ T, y:7 ] .

4. Total correctness specification for read-write expressions For a well-typed read-write expression
I'A I e : 7, a context of auxiliary variables =, a precondition =, ", A IF ¢, and a postcondition
=0 A y:7 I,

ExTH{¢} e Hy:7|v}

denotes that

V(&7,6) € [E, T, Al ¢].
Lg[Tre:7|vdAV(S,v) e[TFe:7]v6.(&7, 8, y—v) € [E T, A y:r -] .
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5.4.3 Proof Rules

We define a formal system for deriving correctness specifications. The first rule is for deriving partial
correctness specifications from total correctness specifications.

e Rules for partial correctness from total correctness

EoTH{o} ¢ Hy:7|v} EeiAl{¢} ¢ Hy:r]v}
EcTH{¢} c {y:7|v} EcD;AF{¢} ¢ {y:7|v}

In order to simplify the presentation, when there are rules in a similar form where the only difference
is that one is for a partial correctness specification and the other is for a total correctness specification,
we write it as one rule with putting ‘?” in the place of ‘}’. Replacing every occurrence of 7 with | and
with the blank gives us two rules, though it is written only once.

e Rules for read-only-read-write

ExT-IH{o} ¢ Hy: 7|} EcT,AF{¢} e Hy:7|v}
EDF}—{QZ)} c?{y:7'|77/)} EDF;AH—{QS} e?{y:7'|1/)}

e Rules for extending context

ECE rcr ECE I'Ccly ACA
ExTH{o} ¢ fy:7|v} EcT;A{¢} ¢ {y: 7|}
E'DF’F{QS} c ?{y:7'|1/)} E’DF’;A’lF{qﬁ} c ?{y:7|1/)}

Here, for two typing contexts I' and A, I' C A denotes that 'z : 7 = A x : 7 for any variable x and
data type 7.

e Rules for read-only variables

ETIHe
ELI-6 EcTH{oVvo} ¢ ?2{y:7|True}
EDFI—{qS}c?{y:T|1/)} EDFI—{QZ)}C?{y:T\d)}
el {pA0} c fy:7 |y A0} EoTIF{pVvo} c {y:7[yVo}
e Rules for precondition strengthening and postcondition weakening
ETko=¢ ETlyrky¢ =¢ ETko=¢ ETAyrkvy =¢
EDFF{QZ)’} c?{y:7|1//} EDF;AIF{QZ)’} c?{y:7|1//}
EDFI—{qﬁ} c?{y:7|w} EDF;AH—{(b} c?{y:7|w}
e Rules for conjunctions of assertions
EDF}—{QSl} c?{y:7'|1/)1} EDF;AH—{d)l} c?{y:7'|¢1}
EcTH{¢} ¢ {y:7|ya} EcT;A I {p2} ¢ Yy 7|2}
EcTH{¢1 Ada} ¢ Hy:7 |1 Ao} EcTA {1 Ade} ¢ Hy:7 | Ao}
e Rules for disjunctions of assertions
EDFF{QSl} c?{y:7'|1/)1} EDF;AIF{QZ)l} c?{y:7'|w1}
EcT {2} ¢ {y:7|a} EcT;A{¢1} ¢ Hy:7|v1}
EoTH {1V} ¢ Wy:7| ¢ Vape} EoT;A I {o1Vaa} ¢ Wy 7| vV}
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The proof rules for variables and constants form axioms.

o Rule for variable

ED 1Ty, TpiTy {9(501)} Z; i{y ST | 9(1/)}

e Rules for constants

E>T+ {0ftrue/y]} true [{y:B]|6} E>T+ {0false/y]} false |[{y:B|6}

EcTH{0k/z]} k {y:Z]|6} E>T'+ {0skip/z]} skip {y:U]6}
e Rule for coercion from Z to R

EDFI—{(;S} e?{y:Z|0}
EcTH{¢} le) {z:R|FyR.ONz=1(y)}

e Rules for integer arithmetic ® € {+,—, x}
>k {gb} e1 ?{y:Z \ True} Ex:Z>I'E {¢1} e1 {y:Z | y%ajl}

EcTH{¢} ex Hy:Z|True} E,z0:ZoTF{d2} 1 {y:Z|y+# 22} Vi, xe:Z . d A —d1 A o
EcTH{¢} e10ex {y:R |6} = Y[(z1 © x2)/y]

e Rules for real arithmetic = € {4+, —, X}
EcTH{¢} er Y{y:R|True} E,z;:RoTH{o} er {y:R|y#z1}

EDFI—{¢} es ?{y:R|True} ,xQ:RDF}—{@} el {y:R|y7éa:2} Vr1, 29 R. A =1 A o
EvTH{¢} exmes ?{y:R|¢} = Y[(21 B 22)/y]

—_
—
—
—_
—
—

In the rules of real or integer arithmetic, the first premise =1, A F {¢} e ?{y 0T True} ensures
that when a state is in ¢, the evaluations of e; and e, are well-defined and terminate in the case 7 =J.
The second premise =; z;:7 > ', A {qﬁl} €; {y Ty # xi} uses an auxiliary variable x; to represent
the value of e;. It ensures that any state that makes the evaluation of e; contain a nondeterministic
branch which results x; is in —¢;. And, the side-condition ensures that for any state in ¢, if it makes e
result in 27 and ey result in xo, the state is in ¥[(x1 © 22)/y] or in Y[(x1 B z2)/y].

Integer comparisons can be similarly dealt with.

e Rules for integer comparisons

ZrT'F {gi)} e1 ?{y 1 Z | True} Ex:Z>I'E {gi)l} e1 {y 1 Z | y#xl}

=Tk {gb} €2 ?{y 1 Z | True} x>l k- {gbg} €1 {y 1 Z | y;«émg}
Eolt{¢} e1<ex fy:Z| v}

Vay,x9:Z. ¢ A —dy A s
= ((xl <z = P[true/y])
Az > 29 = t[false/y]))

ExTH{o} e1s fy:Z|True} E,zp:ZoDH{¢1} er {y:Z|y#a}
EDFI—{gb} € ?{y:Z|True} E,xQ:ZDFI—{(bQ} €1 {yrzly#xz}
ExTH{o} e1=e2 Hy:Z|v}

Ve, x9: 2.0 N1 A —¢s
= ((x1 = 22 = Y[true/y))
ANz # 32 = Y[false/y]))

Total correctness regarding the partial operations < and ~! are more tricky. We should ensure that

the input values of the operators that can make the result diverge are excluded using side-conditions.
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e Rules for real number comparison

EDI‘I—{gb} e1 {y:R|True} E,xl:RDF}—{d)l} e1 {y:R|y7£;U1}

ExTH{o} e2 {y:R|True} E,22:ReT+ {¢2} e1 {y:R|y# 22}
EeTF{¢} e1<es {y:B|¢}

Vo, z2:R. @ A =g A g
= ((z1 < 22 = Y[true/y))
ANay > o = Y[false/y]))

=Tk {gb} el i{y ‘R True} Z,21:ReTF {(;51} el {y ‘R y;éacl} Va1, 29:R. 6 A =1 A =g
=>TF {gi)} e i{y ‘R True} Z,z:R>TF {¢2} e1 {y :Rly# 1'2} = ((xl < 29 = Pltrue/y])
EcTH{¢} e1<es {y:B|v} Nay > 2o = Y[false/y]))
A1 # T

e Rules for multiplicative inversion

EclH{¢} e {y:Z|True} E2:ZoTH{¢'} e {y:R|y#2} VaR.pA ¢
EcTH{¢} et {y:R|v} = Az~ /y]

EDFF{QZ)} e i{y:Z|True} E,z:ZDFF{qﬁ’} e {yR\yyé:c} Vz:R. ¢ A —¢’
EDF}—{¢} et i{yRM/}} =z #0AY[xz~/y]

e Rule for limit

E,z:RDF,x:ZI—{¢’} e i{y:R|w'} b=
ErTH{¢} limz.e [{z:R|v} JzR.(V:Z.z2>0= ¢ AVy. ¢ = |y — 2| <277)) Ay

In the rule for limit, the premise =, 2:R> T, 2:Z {(;5’} e i{y ‘R ¢’} uses an auxiliary variable
z : R to represent the limit. The premise ensures that any states in ¢’ makes the evaluation of e be
well-defined, terminate, and be in 1)’.

Suppose a state that satisfies the precondition ¢. Then, the side-condition ensures that there is a
real number z where for any natural number z, the precondition of the premise ¢’ holds. The premise
then says the evaluation of e results y, which is in ¥’. And, the premise says such y is 27% approximation
of z.

Since the side condition ensures such z in ¢, the evaluation of the limit expression, which is z, is in
.

e Rule for sequencing

EcTy AR {¢} c1 ?{y:U\z/J} ErTy AR {w[sklp/y]} Co ?{y:7'|9}
ExT;A I {¢} cisea y:7]060}

e Rule for local variable
EcT,AF{¢} e Ha:0 |y}
Evawo, DA IF{v} ¢ Hy:7]60}
EbTA R {qb} var z:=e inc ?{y:T | 330:0.9}

o Rule for assignment

EcT,AF{¢} e fy:7|v}
EcT;AI{pAVy: 7. (= 0ly/z])} z:=e {0}
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e Rule for conditional
ErT A ¢ {(;5} e ?{y : B True}
E>I,AF {¢false} e {y :Bly= false} Ex AR {qb A —\(;Sfalse} c1 ?{y 2T 7,/1}
EbT,AF {duue} € {y:Bly=true} E>T;A I {dAduue} 2 Wy :7 |2}
ZE>A - {gi)} if ¢ then ¢; else ¢y end 7{y 2T 1/1}

e Partial correctness rule for guarded cases
ExT,AF{¢} e; {y:B ] True}
=xT,AF {91} €; {y: B y:false}
EeDA{oA~0} ¢ {y:7|v} (i=1,--,n)
ErT;A 1 {¢} casee; = ¢ |-+ | ey = cpend {y:7 |1}

e Partial correctness rule for guarded cases

EDF,AF{(;S} €; {y:B\True}

EcD,AF{¢} e {y:B|y=rtrue}

EDF,AD—{HZ»} e {y:B|y:false}

EcTiAR{oA (V- Vo )A=0:} ¢ Wy v} (i=1,---.n)
EcT;A{@A(p1V -V} caseer =i |- |en = cpend fy:7|9}

The first premise Z1", A + {gi)} e {y :B True} ensures that any state in ¢ makes the evaluation
of e; and ey be well-defined. The second premise = 1", A F {dh} e; l{y :Bly= true} ensures that
states in ¢1 V ¢ make either e; or ey evaluates only to true. Hence, any such state will not make the
evaluation of the case expression nonterminate due to having a branch which does not satisfy any of the
guards.

The third premise Z> I, A + {91} €; {y By = false} states that any state that may
make e; evaluate to true is in —6;. Hence any state in ¢ A (¢1 V ¢2) that may make e; yield true is in
ON(P1V d2) A—0;. And, for such states, the fourth premise Z>T'; A I+ {(;5/\((;51 \/Qﬁz)/\ﬂei} ¢ l{y 7| ¢}
ensures that the evaluation of ¢; is well-defined, terminates, and the results in 1.

e Partial correctness rule for loop
Es,AF {gbinv} e {y : B True} ZE>,AF {gi)false} e {y :Bly= false}

= F? AF {¢true} € {il/ :B ‘ Yy = true} = F7 AlF {_‘¢false A ¢inv} c {¢inv}
=T AR {qf)inv} while e do c end {¢inv A —mbtmc}

The formula ¢y, is an loop invariant which represents a property that is preserved throughout the
iterations. The first premise =>1", A - {qbinv} e {y : B True} ensures that any state in ¢i,, makes the
loop condition e be well-defined.

The second premise = I', A - {¢false} e {y :Bly= false} states that any state that yields a
nondeterministic branch that results true in the evaluation of the loop condition e is in —¢g,15e. Similarly,
the third premise 20T, A+ {¢nue} e {y: B |y =true} says that any state yields a nondeterministic
branch that results false in the evaluation of the loop condition e is in = ye-

The last premise =>1"; A I+ {ﬁqualse A qﬁinv} c {(binv} says that for any state that satisfies the loop
invariant and may result true in the evaluation of the loop condition, the execution of the loop body
is well-defined and results only states which satisfy the loop invariant. Hence, this premise ensures that

the loop invariant is really a loop invariant.
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The consequence Z>17; A |- {gbinv} while e do c end {gbinv A —mbtrue} says when the loop is entered
with an state satisfying the loop invariant, when the loop is escaped, the resulting states still satisfy
the loop invariant. Since the loop can be escaped only if there is a nondeterministic branch that yields
false in the evaluation of e, it is obvious that the states are also in =@t ue

e Total correctness rule for loop

(1]

VA {¢inv} e l{y :B | True} ErT A ¢ {¢>false} e {y :Bly= false}
>, AR {qStrue} e {y :Bly= true} E>IAF {qﬁexit} e i{y :Bly= false}
E, 20 1 Z0 Dy A IF {@aise A Giny AY[20/2]} ¢ Wi AVZ 1 Z.0h = 2 < %}

EoA - {¢inv} while e do ¢ end ¢{¢inv A —\zj)twe}

[1]

The side-condition: v is a well-formed formula under =, T', A, z : Z such that
V2 : Z. (i AP A2 < 0= dexit) and ¢ipy = Nz :Z.9)

holds.

In addition to the partial correctness rule for while loops, now the first premise states that the loop
invariant to guarantee the evaluation of the loop condition to terminate.

The fourth premise =T, A+ {gbcxit} e l{y :Bly= false} specifies ¢eyit as a set of states that
make the evaluation of the loop condition only be false. When a state is in ¢eyit, it is promised that
the loop terminates.

The side-condition ensures that the formula 1 represents a loop variant in the sense that for any
state, there is a unique z that validates 1. And, the side-condition also guarantees that when such z is
negative, 1 implies Yexis. In other words, any state that the unique z is negative exits the loop.

The last premise Z> I3 A b {=daise A Giny A ¥[20]} ¢ L{dinv, V2. 1 = 2 < 20}, in addition to
the partial correctness rule, ensures that the unique z decreases throughout iterations. Hence, at some

point, eyt gets validated.

The soundness of the proof rules

Theorem 5.1. The proof rules are sound. In other words. If a specification in any of the four forms is

derived, its semantics holds.

Proof. Believing that the explanation in the presentation of each rule is convincing enough, let us formally
prove the soundness of only the rules for loop and limit.

e The soundness of the partial correctness rule for loop

EsT,AF {d)inv} e {y : B True} >, AF {¢false} e {y :Bly= false}
= F? AF {¢true} € {y :B ‘ Yy = true} Ep> F7 AlF {_‘¢false A ¢inv} c {¢inv}
EbT;AF {¢in} while edo cend {Giny A Pruc}

Consider any state (£,7,6) in [2,T, A IF ¢iny]. The first premise ensures that [I', A F e : B](v,d) is not
empty. If tt € [I', At e:B](y,d), by the second premise, (£,v,d) € [E,T, A IF =¢ta1se] holds. And, if
Fell,Akr e: B](y,0), by the third premise, (£,7,0) € [2,T, A IF =¢ye]] holds.

We first prove that [I'; A l- while e do cend: U]yé is not e. By Remark 5.1-6, it holds when
[T; AlF AL, : U]y 6 is not e for any i € N.

Statement: for any (£,7,9) € [E,T', A IF ¢iny], it holds that [I'; Al A7 . : U]y d # e for all n € N.
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Proof. 1. (Base case) By definition, [I'; AlF A2 . : U]y d = {1} # ¢ holds.

2. (Induction step)

[C;A - AP - Uy 6 =

[C; Al A7 Ulyd" if r= (8, %),
Urerrairaupys § {1} if r =1, ifb =1t
U e otherwise (if r = e),
be[T,Are:B](v,8) | (0, %) ifb=ff,
{1} ifb=1,
e otherwise (if b = e).

is not ¢ if (i) [I', A+ e: B](y,d) is not e, (ii) if ¢t € [I', A+ e: B](v,9), then [I';AlFc: UJyd is
not ¢, and for all (¢',%) € [[;A Ik c: U]yo, [I5A - A7 UJ(v,d") is not e.

For the condition (i), since (£,7,9) € [E,T, A I ¢iny], the first premise ensures that [I', A e : B](v, 0)
is not e. For the condition (ii), if ¢t € [I', A F e : B](v,d), then by the second premise, (£,7,d) €
[—¢taise] holds. Hence, by the last premise, [I'; A IF ¢ : U]y ¢ is not ¢ and for all

(0',%) € [I; Ak c: U]yd, it holds that (£,7,d") € [E,T,AF ¢inv]. Therefore, by the induction
hypothesis, [['; A I- A7 . : U]y 0 is not e.

Therefore, [I'; A IF A2 U]y 6 is not e.

Hence, by Remark 5.1-6 we only need to prove the following statement:

Statement: for any (£,7,6) € [E,I', A - ¢iny] and (8, %) € [I; A I- A7, : U]y 6, it holds that (&,7,d") €
[[E, T, Al ¢inv A —w;ﬁtrue}] for all m € N.

Proof. 1. (Base case) By the definition, [I; A IF A9 : U]y é = {1} holds.

2. (Induction step) We have seen that when tt € [I', A - e : B](y, ), it holds that
(&,7,8) € [E,T, A lF ¢iny] where (§',%) € [T;AlFc: U]yd. Hence, by the induction hypothesis,
we only need to show that if ff € [I', A F e : B](v,d), then (§,7,9) € [E,T, A IF diny A “@true] holds.

It is trivial due to the observations made at the beginning of this proof.
O

e The soundness of the total correctness rule for loop

= AR {qﬁinv} e L{y : B True} = AF {¢false} e {y :Bly= false}

E>I,AF {qStruC} e {y :Bly= true} E>IAF {¢cxit} e i{y :Bly= false}

E, 20 1 Z0 D3 A IF {@taise A diny A¥[20/2]} ¢ Wi AVZ 1 Z.0h = 2 < %}
EbT;AF {¢in} while edocend {diny A "Ptruc}

1 is a well-formed formula under =, I', A, z : Z such that

V2 : Z. (i AV N2 < 0= dexit) and ¢ipy = Nz :Z.9p
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holds.

Consider any state (£,7,6) in [Z,T, A IF ¢iny]. By the proof of the soundness of the partial correct-
ness rule, we only need to ensure that L is not in [I’; A I while e do end : U]y 4. It holds if and only if
there is m € N such that L ¢ [['; A= A7, : U]y é.

Let c¢ 4,6 € Z be the unique integer which satisfies (£,7, 9, 2z — c¢ 4.5) € [E,T, A, z:Z |- 9]. The side-
condition ensures that if ¢¢ s < 0, then (§,7,0) € [E,T, A I texit]; hence, [I', A+ e: B](v,0) = {ff}
by the fourth premise. See that c¢ 5 < ce 00 if (€,7,0) € [E,T,AlF ¢iny], tt € [I', AFe: B](v,6), and
(¢',%) € [T Al ¢: U]yd. Hence, L & [T;AIF Aifg"i“ : U]y o.

e The soundness of the total correctness rule for limit

Ez:Relz:ZH{¢'} e Hy:R|v'} ¢=
ErTH{¢} limz.e [{z:R |9} 3z:R.(Vo:Z.2>0=¢'A(Vy:R.¢ = |y —2| <27%)) A9

Consider any (&,v) € [E,T IF ¢]. Then, by the side-condition, we have zy € R which makes (£, z —
20,7) bein [E, 2R, TIFVx: Z. ¢/ A(Vy:R.¢W = |y — 2| <27%)] and in [E, 2:R, T IF ¢].

For any positive integer xg, we have (§,z — 29,7, — o) € [Z,2:R, T, z:Z Ik ¢'] and for any real
number yo, we have (£, z — z0,7,0,2 — xo,y — yo) € [E,2:R, T, 2:Z, y:RIF ¢/ — |y — 2| < 277]. By the
induction hypothesis, we have that [I',2:Z + e : R](v,2 — zo) (i) does not contain L, and (ii) each y’
in [[,x:Z+ e: R](vy,z — z0) satisfies (£, 2 — 20,7,z — z0,y — ¥') € [E,2:R, T, z:Z, y:R I ¢']; hence,
&z 20,7, 2 = 20,y — ) € [E, 2R, T, :Z,y:RIF |y — 2| < 277%]. Therefore, |y’ — 29| < 2770,

To summarize, if (§,v) € [E,T IF ¢] and the side-condition hold, there is a real number z; where
for any positive integer g, it holds that [T, 2:Z e : R](v, 2 — o) (i) does not contain L, and (ii) each
y in [T,z:ZF e: R](y,x — xo) satisfies |y — 29| < 27%0. Therefore, [['F1limx.e: R}y = {20} and
(&, 2+ 20,7) €[5, 2R, T IF ¢].

O

5.5 Example Formal Verifications

5.5.1 Abbreviations of Derivations

We soon prove the correctness of a specification using the proof rules. In order to make the proof a

bit more readable, let us define the following abbreviations:

° {A} e1 ?{B} es ?{y 0T C} denotes the specification {A} e1; e ?{y 0T C} that is derived from
{A} el ?{B} and {B} es 7{y 2T C}.

e {A} var x ;= e in Y{x : 7 | B} ¢ {y : 7 | C} where ¢ FV(C) denotes the specification
{A} var 2 :=einc ?{y: 7| C} derived from {A} e ?{z: 7| B} and {B} ¢ ?{y: 7| C}.

. {A} e ?{y DT B} ?{y DT C} denotes the specification {A} e ?{y : T C’} derived from
{A} e ?{y DT B} and B = C. Similarly, {A} {B} e ?{y 2T C} denotes the specification
{A} e ?{y : 7| C} derived from {B} e ?{y: 7| C} and A = B.

° {A} e i{B} {B} denotes the specification {A} e {B} derived from {A} e J,{B}.
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5.5.2 Simple Arithmetical Expressions

Lemma 5.8. To each well-typed read-only expression I" I e : 7 which is composed only of (1) constants,

(2) coercions, (3) arithmetical operations, including ~*, (4) order comparisons, (5) guarded nondeter-
minisms, (6) conditionals, and (7) variables, there are ' I ¢, T' I ¢¥, T' I 4p;, and T'Fa; : Tfori=1---n
for some n such that T' F ¢* = ¢ holds and

.DFF{Qg?} e ?{957‘(wlAy:ai)\/“’\/(wn/\y:an)}

is derivable. It can be recursively defined:

>T + {True} skip ?{y:U |y = skip}
>+ {True} true ?{y:B|y=true}
->T + {True} false ?{y:B|y=false}
>TH{True} k {y:Z|y=Fk}

Suppose
.DI‘I—{@SE} e1 ?{y:T|(wl/\y:al)\/"'\/(wn/\y:an)}
>TH{g3} eo Hy:r | (BrAy=b)V V(0 Ay=0bn)}

T {1} wer) Wy :RI(WiAy=uar) V-V (o Ay =an))}

>DE{oI NP} er@es Hy:Z|Vij(WiNb; Ay =a;®bj)}

ST H{pi A} exmes Yy :R| V(i N0 Ay=a;@b;)}

>TH{¢} es* {y:R| (W1 Ay=a1" ) V.- V(¥ Ay=a, 1)}

>TH{p*Aar #0A-Aa, #0} et Yy R (W1 Ay=ar )V V(¥ Ay=a," 1)}

D {p1Ag} e1<es {y:B| V(i A0;Na; <bjAy=true)V (Y;A0; Aa; > bj Ay = false)}

{1 A g2 A (Nijai #by)}
<D F l_ €1 & €2
Wy B Vi (i AOj Aa; < bj Ay =true) V (1; A; Aa; > b; Ay = false))}

> {QSI/\QS;} e1 < e ?{y :B | \/Z-ﬁj((ql)i/\ej/\ai < bj/\y = true)\/(i/Ji/\Qj/\ai > bj/\y = false))}
‘[>P '_ {QSI/\QS;} €1 = €2 ?{y : B | Vi’j((ll)i/\ej/\ai = bj/\y = true)\/(z/;i/\ﬂj/\ai # bj/\y = false))}
Suppose

>I'F {gbr{} e1 ?{y : B | (Yirue Ay = true) V (Ysa1se ANy = false)}

.DFF{QZ);} e ?{y:7'|(@Z’l/\y:al)\/"'\/(d)n/\y:an)}
T {63} es My 7| (O Ay=b)V V(O Ay=bpn)}

{(b{ A (¢true = ¢2)) A (wfalse = QS?],)}

>IT if e; then ey else e3 end
Wy 7| (Vilterwe Ahi Ay = ai)) V (V; (thearse A0 Ay = b))}
Suppose
>TE{o]} ei H{y:B| (Ve Ay = true) V (Vi Ny = false)}
>TH{e'} e My @WiAy=a)) VvV (i Ay=di)}
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o D { A (i AWy = )} caseer = ej |- |e, =€), end {y:7| Vij (Ve N5 ANY = aé-)}

{(AZ(¢Z A (w‘irue = QS;J()) A (\/zd)f A _‘wéalse))}

o >I'F  caseey=ej |- |e, =€), end
Hy o7 1 Vi (Virae AV Ay = af) }

Proof. We prove it constructively by induction on the well-typedness.
The cases of constants and variables are direct from the axioms.
o When the well-typedness is I' F e; ® es : Z, by the induction hypothesis, we can derive the following

specifications :

.DFF{QSZ} el 7{952|WlAy:a1)\/-~-V(¢nAy:an)}
T H{¢s} ea Hy:Z| (1 Ay=b) V-V (O Ay=bn)}

By applying the rule for extending contexts, the rule of read-only variables, and the rule of postcon-

dition weakening, we can derive the specifications:

a1 Zo {1t A (1 Var #a) A A(pn Vo #an)} er {y:Z]y#a1},
xQ:ZDI‘I—{qSQ/\(—ﬂl\/xQ#bl)/\-~~/\(—|0m\/xg74bm)} e {y:Z|y7$x2}.

Observe that ¢] A ¢5 A =(¢1 A (—h1 Va1 # ar) Ao+ A (= V 21 # an)) A= (g2 A (201 V 2o #
bl)/\' . '/\(_‘em\/xz 7é bm)) = ((1/11/\1'1 = al)\/- . \/(wl ANx1 = an))/\((él/\xg = bl)\/ . ‘\/(91 NTo = bm))
holds. And, (61 Aza=by) V-V (61 Aza=by)) = (Vi; i A0 Ay =a; ®b;)[(z1 ® x2)/y] holds.

By the rule of postcondition weakening, we can derive
>TH{¢1} e Y{y:Z|True} and ->TF{p3} e2 ?{y:Z| True}.
Therefore, using the rule for integer arithmetic, we get
ST H{pi N3} e1@er Wy Z|Vighi NO; Ay =a; ©b;}.

e When the well-typedness is ' F e; Des : R, T'F ey <ey:B,or ' e; = ey : B, it can be done
identically.

e When the well-typedness is I' - e~ : R, we can derive the specification:
x:RDI‘I—{qi)/\(—\1/)1\/x;éal)/\u-/\(—n/)n\/x;éan)} e1 {y:R | y;éx}

And, A (A (-1 Va # a) A Apn VE # an)) = (W1 Ay = a1 ) V-V (n Ay = a, 1)) [z /Y]
holds. As ->T'F {qﬁ?} e ?{y :R| True} is derivable by the rule of postcondition weakening, by the rule

for multiplicative inversions, we have
>IF {¢} 671 {y R | (¢1 /\Z/:alfl)\/"'\/(%z/\y:anil)}

For the total correctness, see that ¢* Aa; # OA---Aa, # O/\ﬁ(¢/\(ﬁz/)1 Ve Za)N-- AN, Va #
an)) =z 0N ((L1Ay=a1") V-V (o Ay =an, 1)) [z~ /y] holds.

Therefore, using the rule for multiplicative inversions, we have

'DF'_{(b\L/\al#O/\"'/\an#O} e! ~|r{y:R|(¢1/\y:al_l)\/"'\/(wn/\y:an_l)}'

See that ¢* Aa; #OA--- Aay, # 0= ¢ holds.
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e When the well-typedness is I' - e; < ep : B, it can be done similarly. ® When the well-typedness is

I' Fif e; then e, else e3 end : 7, we can derive the specifications:

>k {gZ)Z} e1 ?{y :B | (Ytrue Ay = true) V (Yra1se Ay = false)},
T {3} e2 fy:r|(iAy=a) V-V (¥ Ay=an)},
DF}_{gb?Z} €3 V{yT‘(al/\y:bl)v\/(em/\y:bm)}

By the rule of read-only variables, we can derive specifications:

>I'E {¢1 A _‘wtrue} €1 {y :B | Y = false}
->I'F {¢1 A j"/]false} €1 {y :B | Yy = true}

Let w = (wtrue/\wl ANy = al)\/' . '\/(wtrue /\Q/Jn ANy = an)\/(wfalse /\01 ANy = bl)v' : '\/(wfalse/\em/\y = bm)
See that by the rule for read-only variables, and the rule for postcondition weakening, we can derive

ST F {5 Aterue} 2 Hy:7 |9} and >TF {¢Avrase} €3 Wy : 7|}

By the rule of precondition strengthening, we can derive the specifications:

I {((ﬁrl] A (wtrue = ¢;) A (’l/)false = (b;)) A _'(¢1 A _‘wtrue)} €2 ?{y T ‘ ¢}
I {(QSI A (wtrue = ¢;) A (qufalse = ¢;)) A _'(¢1 A _‘wfalse)} €3 ?{y :T | 7/}}3

Therefore, using the rule for conditional, we get
>I'F {¢1] A (Virue = (1527) A (Ysa1se = d)é)} if e; then ey else e3 end 7{y ST w}

Check that ¢% A (wtrue = (b%) A (wfalse = (bé) = ¢1 A (¢true = ¢2) A (wfalse = ¢3) holds.
o When the well-typedness is I' - case ey =€} | -+ | eq = €}, end : T,

ST {6} e 2y B (Y Ay = t700) V (Yhryao Ay = false)},
oTH{e} & Hy:7[(@Winy=a) V-V (¥, Ay=a;,)}
Therefore, for all 7, by the rule for read-only variables, we have
> F {¢Z A ﬁwime} €; ?{y :B | wéalse ANy = false},

Let us define ¢ = V; j(¥i, 0 A w; ANy = aé). By the rule for read-only variables and the rule for

precondition strengthening, we have

> {6 A} € fy:7| v}

Define ¢” := Aijghi A (Ve = @17). See that ¢* A =(¢; A i) = ¢} A i, holds. Hence, using the

rule of precondition strengthening, we get

ST H{o" A (¢ A Wi} € Yy 7| v}

Finally, using the rule for guarded cases, we get
> { N N (W = (;S;)} casee; =€) | -+ | e, =€), end {y 0T \/i,j(%me/\% /\yzaé-)}

For the total correctness, see that we have the specification:
> Ik {‘bi A _'wéalse} €; i{y :Bly= true}
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By applying the rule for precondition strengthening, we can derive the specification:
T {08 A (Vio] A Warae) A o(di A Wime)} € Wy 7|9}
Therefore, by the rule for guarded cases, we have

>
{ /\i ¢1 A (’l/}irue = ¢;¢) A (\/ld);L A _'wé‘alse)}

casee; =€) |- |e, =€), end
Hy o 7 Vi (Yee A5 Ay = af)}
O

When we further restrict expressions that are constructed only by (1) constants, (2) coercion, (3)
arithmetical operations including ~*, and (4) variables, i.e., when I' - e : T is also a term in the assertion

language, the following specifications are derivable:
T {True} e {y:7|y=¢c}

and
-DFl—{al#O/M--/\an;éO} e i{y:7|y:e}

where a; are the subexpressions of e that appears in the form a; 1.

And, when I' F e : 7 is specified as

'DF7A,1‘ZT|—{¢?} € ?{y:7—|(1/}1/\y:al)v"'v(wn/\y:an)}a

where y does not appear free in v;, the specification

BT Az 7 I {67 A (= Glar/a]) Ao A (o = lan/a))} @ i=e {0}

is derivable.

5.5.3 Formal Verification of Computing =

The expression in Figure 5.4 which we abbreviate as pi computes 7 by searching for the root of the
sine function. In this section, we prove the correctness of the expression using our verification principles.
For this section, assume that our assertion language is strong enough to do basic mathematical analysis.
And, in order to simplify our presentation, let us hide explicit type distinctions in the assertion language
that we write 2> F {True} yx¢(4+3) J{z: R| 2 =y x (4+3)} to refer to ET + {True} yxu(4+3) |
{z:R|z=yxu4+3)}.

We also assume that the abbreviations abs(x) and prec(x) are correct without proving.

In order to prove the correctness of the program by parts, let us abbreviate the subexpressions as

follows:
e wi,: the inner while loop at Line 10-21
e ¢;,: the loop condition of w;, at Line 10-15
e sine: the inner limit expression at Line 5-21

e sine_approx: the expression of sine such that sine is 1im p . sine_approx
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lim(q, var § := prec(—¢q) in
var a :=((3) invar b:=(4) in
while case b—a > 6/1(2) = true | b— a < § = false end do
var x := (b —a)/1(2) in
if (1im p. var € := prec(—p) in
var n :=0in
var s := (1) in
var r :=¢(0) in
var e :=x in
while (if e > 4(0)
then
case 1(2) X e > €= true | e < € = false end
else
case —1(2) X € > ¢ = true | —e < ¢ = false end
end)
do
n:=n-+1;
r:=r-4exs;
s:=sxu(—1);
e:=exXxXx/t2xn+1)/t(2xn)
end;r) > 1(0) thena:=z elseb:==x
end

end;a)

Figure 5.4: A Clerical expression for computing .
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Wout: the outer while loop at Line 3 - 23

€out: the loop condition of wgyy

bisect: the if-then-else at Line 5-22

pi the entire limit expression
e pi_approx the expression of pi such that pi is 1im q. pi_approx

We start the proof by verifying the correctness of sine. The sine function is computed using the fact

that the series can approximate the (mathematical) value sin(x):

(_1)"x2”+1

Ty s =D

[sin(x) — X7 gs(n) - q(n,x)| <|g(m+1,2)] where g¢(n,z):=

Let us denote the partial sum A(m,z) := X7 s(n) - ¢(n,z) and let it be defined at A(—1,z) := 0.
First, we want to show that sine_approx computes 2P approximation to the sin(z). In order to prove
it, we need to reason on the while loop wyj,.

In order to reason on the condition of the loop, let us define the three formulae

Otrue =€ >0A e > € ein evaluates only to true
Oalse = €>0AN2 X |e| <€ e;, evaluates only to false
Dexit = Pralse e;n terminates and evaluates only to false

Applying Lemma 5.8, we can easily verify

{¢true} €in {y :B ‘ Yy = true}
{d)false} €in {y :Bly= false}
{¢cxit} €in i{y :Bly= false}

Let us define
Giv =n>0Ne=2"PAe=qg(n,x)As=s(n)Ar=An—1,2) ANe=277

as a candidate for a loop-invariant. As the assigned expressions are simple arithmetical, we can keep

substituting the expressions backwards to get the specifications:

{n+1>0ne=2"Pnexa?/(2xn+3)x (2xn+2))=qn+1,z)
AN—s=sn+1)Ar+exs=AMna)A2xn+3#0A2xn+2#0}
n:=n++1
Hn>0Ae=2"Pnex2?/(2xn+1)x (2xn)) =q(n,z) A=s=sn)Ar+exs=An—1,z)
A2xn+1#0A2xn+#0}
r:=r-+exs
WMn>0ne=2"Prexz?/(2xn+1)x (2xn)) =q(nz)A—s=s(n)Ar=An-1,z)
A2xn+1#0A2xn+#0}
s:=sxu(—1)
Hn>0ne=2"Pnexa?/((2xn+1)x (2xn)) =g(n,z)As=s(n)Ar=An—1,z)
A2xn+1#0A2xn+#0}
e:=exeXx/u2xn+1)/u(2Xxn)
K}
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By checking the implication ¢iny = (n4+1 > 0Ae =27 Aex2?/(2xn+3)x (2xn+2)) =
gin+lz2)A—s=s(n+1)Ar+exs=An,z) AA2xn+3#0A2xn+2%#0), we confirm that ¢i,y
is indeed a loop-invariant.

For a formula 0, let us write
min(z,0) =0 AVZ. 0 = 2 < 7.
Namely, z satisfies min(z, ) if and only if z is the smallest number that satisfies 8. Let us define
P =min(z,Vm. m > z+n = |q(m, z)| < €/2)

for our loop-invariant. l.e., z satisfies ¥ if and only if z is the smallest distance to the index m where
all terms beyond the index |g(m/, z)|,m’ > m satisfy the exit condition |g(m/, z)| < €/2. For any n,x,
the fact on the power series ensures the existence of such z and being “the smallest” guarantees the
uniqueness. For the other side-condition, when @iy A 1) A z < 0 holds, by 9, |¢(n,x)| < €/2 holds. And,
by @inv, € = q(n,x) holds. Hence, we have € > 0 A |e| < €/2 which 1S Pexit.

The only programming variable that ¢ refers to and gets modified in the loop is n. Hence, we only

need to check the implication:
min(zo, Vm. m > zo +n = |g(m,z)| < €/2) = (min(z,Ym. m > z+n+1= |g(m,z)| < €/2) = 2 < z) .

Let mg be the smallest index such that Vm > myg. |¢(m,z)| < €/2 holds. Assuming z s.t. min(z,Vm. m >
z4+n+1 = |g(m,x)| < €/2) and zg s.t. min(zg, Ym. m > zo+n = |q(m,z)| < €/2), we get mg = z+n+1 =

zo+n. Hence, z < zp holds. With the implication, we derive the triple to confirm that 1 is a loop-variant:

{min(zp, Vm. m > zo +n = |g(m,z)| < €/2)}

{Vz. min(z,Ym. m > z+n+1=|g(m,z)| < ¢/2) =z < zo}
n:=n-+1

WVz. min(z,Ym. m > z 4+ n = |g(m,z)| < €/2) = 2 < %}

Therefore, using the rule for conjunctions of assertions, we get all the premises to apply the rule

for loops. Applying it with the rule for sequential composition, we derive the following specification:

{d)im,} Win; T i{y : R |sin(z) — y| < 2*10} )

Again, since the expressions assigned to the variables before w;, at Line 5-9 are simple arithmetical,

by substituting backwards, we get the specifications derived.
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{True}

{0>0A2P=2"PAz=¢q(0,2) AN1=35(0)A0=A(-1,z)}
var € := prec(p) in
He:RI0>0Ae=2"P Az =q(0,2) A1=5(0)A0=A(-1,2)}
var n := 0 in
Hn:Z|n>0Ae=2"PAz=g(n,z)Al=5n)A0=A(n—1,2)}
var s :=((1) in
Ws:Rin>0Ae=2"PAz=q(n,z)As=5n)A0=A(n—1,z)}
var r :=¢(0) in
HriRin>0Ae=2"PAz=q(nz)As=s(n)Ar=An—1z)}
var e ;= in
He:R[n>0Ae=2"PAe=q(n,z)As=s(n)Ar=An—1z)}
Win; T

Hy:R||[sin(z) —y| <277}

In consequence, we can specify the expression in the limit expression at Line 5-21:
E>p:Z,x:RE {True} sine_approx [{y : R | [sin(z) — y| < 2*’7}.

Now, we prove that the limit expression computes sin(z). Let ¢ := z = sin(z) and ¢ := |y—sin(z)| <
277, Since 3z : R.Vp: Z.p > 0= Vy: R.(|sin(z) —y| <277 = |y — 2| < 27P) A z = sin(z) holds by

simply letting z = sin(x), using the rule for limit, we can derive the specification:
Eraz:RE{True} sine |{z:R|z=sin(z)}.

The correctness of the entire expression is based on the fact that sin(z) is strictly decreasing in [3, 4]
admitting sin(z) = 0 at = 7, sin(3) > 0 > sin(4), and 7 ¢ Q.
In order to prove a specification of the loop at Line 3-23, let us define

Otrue = a <bDANS>0ANb—a >0 eout evaluates only to true
Galse = a < bANI>0A2% (b—a) <6 eout evaluates only to false
Pexit = Pralse eout terminates and evaluates only to false.

Again, by Lemma 5.8, we can easily derive

{thrue} €out {y :B | Yy = true} .
{¢false} €out {y :B | Yy = false} ,
{¢Cxit} €out \l/{y :B | Yy = false} .

Let
Oinv = a,bEQAN3<a<m<b<4Ni=21

be the candidate for a loop-invariant and
Y= min(z,b—a < 2°7771)
be the candidate for a loop-variant. See that for any a,b, ¢ such that b — a > 0, there exists unique z

that satisfies ¢. And, when such z is negative, 2 x (b — a) < 27 holds, hence satisfies @exit-
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Recall the specification:
{2' =z} sine{y:R|y=sin(z) A2’ =z}

Since x1 # sin(z’) does not refer to any programming variables, we can add it in the precondition and

postcondition and reduce it to the following specification:

{21 # sin(z)} sine {y : R |y # 21}

Similarly, we have {;vg # 0} 0 i{y Ry # xg}. Since sin(z) > 0 A z; = sin(z) Azg =0 = (z1 >
Zo = true = true) A (z2 > x1 = false = true) and sin(z) < 0Az; =sin(z) Azy =0 = (21 > 29 =

false = true) A (x2 > 1 = true = true) hold, we can derive the specifications:
{sin(z) > 0} sine>0{y:R|y=true} and {sin(z)<O0}sine>0{y:R|y==false}.

Since a,b e QA3 <a<m<b<4Nd=2"Ax=(a+b)/2 ANz =sin(z) Axg =0= 21 # 22 by

the fact that 7 ¢ Q is the unique root of sin(x) in [3, 4], we can derive
{a,beQA3<a<T<b<4Ad=27"Az=(a+Db)/2}sine |{True}.

By Intermediate Value Theorem, when sin(z) > 0, x = (a +b)/2, and 3 < a < 7 < b < 4, we can
refine 3 <z <7 < b <4. And, under the condition,

min(20,b — a < 277971 = V2. (min(z,b —2 < 27777 H)) = 2 < 2
holds. Hence, using the implications, we derive the following specification:

{a,beQA3<a<m<b<4Ad=27Az=(a+b)/2Asin(z)>0Amin(z,b—a<2%0771)}
{x,be(@/\SSx<7T<b§4/\(5:2q/\Vz. (min(z,b—xﬁ22_‘1_1)):>z<zo}
a:=ux

Ha,beQA3<a<m<b<4A§=21AVz (min(z,b—a <257971) = 2 < 2}

We can derive a similar specification for the other branch. And, using them for the rule for condi-

tional yields the specification:

{a,beQA3<a<m<b<4A6=27Az=(a+Db)/2Amin(z,b—a < 2% 971}
bisect
i{a,be(@/\3§a<7r<b§4/\6:2‘1/\v,z. (min(z,bfaSZZ*qfl))éz<zo}

Since the postcondition of the above specification does not refer to x, we can derive the following

specification:

{a,be@/\?)Sa<7r<b§4/\5:2‘1/\min(z0,b—a§2z°’q’1)}

{a,beQA3<a<m<b<4A6=27A(a+b)/2=(a+b)/2Amin(z,b—a <20 7" 1)}
var z := (a4 b)/1(2) in

Hz:Rla,beQA3<a<m<b<4Ad=27Az=(a+b)/2 Amin(z,b—a < 2%7971)}
bisect

Ha,beQA3<a<m<b<4A§=29AVz (min(z,b—a <2°7771) = 2 < 2}

Consequently, we ensure that ¢,y is indeed a loop-invariant and 1 is indeed a loop-variant.
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Using the rule for while loop, we derive the following specification:

{a,be(@/\3§a<7r<b§4/\5:2q}
Wout
Ha,beQA3<a<m<b<4A§=29Ab—a <5}
a
i{y:R|yza/\a,be(@/\?uga<ﬂ'<b§4/\(5:2q/\b—a<5}
Hy Rl ly—n| <279}
Since the postcondition of the above specification does not refer to a, b, or §, we derive the following

specification:

{True}

{3,4eQn3<3<m<4<4an29=2"9}
var 0 := prec(—q) in

H3,4€eQA3<3<nm<4<4né=271}
var ¢ := ((3) in

Ha,4eQr3<a<r<4<4ns=271}
var b:=(4) in

Ha,beQA3<a<m<b<4ns=277}
Wout; @

Hy:Rlly—n| <279}

In conclusion, we have the specification derived:

{True} pi_approx i{y Rly—7| < 2*‘1}

Let ) .=z =mand ¢’ .= |y — 7| < 279. Tt holds that 3z. (Vg > 0. Vy. l[y—7| <279 = |y —z| <
279) A z = 7 by simply letting z = w. Hence, the rule for limit yields

{True} 1im(q, pi-approx) J{y:R|y=r}

which confirms that the denotation of pi is indeed 7.

5.6 (Relative) Completeness

We want our verification calculus to be complete in that any correct specification is derivable using
the proof rules. However, we know that it is impossible as Clerical can express Peano arithmetic. Hence,
the formal system is not complete anyway. However, the question remains: is the failure due to the design
of the formal system, or is it due to the incompleteness of the underlying logic? The incompleteness of
the underlying logic is not what we can help for. Anyhow, we need to do our best and make the design
of our verification calculus not contribute to the incompleteness.

For a well-typed read-only expression I' F e : 7, a context of auxiliary variables =, and a postcondition
2,0, y:7 IF 9, we say a precondition =,T" IF WpE,y(F F: 7,4) a weakest partial precondition, and =, T I+

Wpéy(l—‘ F:7,1) a weakest total precondition if the following holds:

[E,TIFwpz,(DFe:T)] =

{€nelET]|eg[PFe:TIyAVv e [T Fe: ]y (§7.y = v) € [E T, y7 -4},
[E.T Ik wpt (T Fe:7,4)] =

{€NelETI Ll he:rlyaVv el e:rly. &7,y —v) € [E T,y Iy}
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In words, [wpz , ('t e : 7,9)] is the set of states which makes the evaluation of e well-defined and
the results of every terminating branches satisfy . And, [[Wpéy(].—‘ Fe:7,1)] is the set of states which
makes the evaluation of e well-defined and every branches terminate resulting in .

Similarly, for a well-typed read-write expression I'; A IF ¢ : 7, a context of auxiliary variables =, and
a postcondition =, T', A, y:7 I ¢, we say a precondition =, ', A I- wpgz , (I'; A |- ¢ @ 7,9)) a weakest partial
precondition and =, ", A I+ Wpéy(I‘; A lF c: 7,7) a weakest partial precondition if the following holds:

E A Fwpe (AR c: 7, 9)] =
{(&,7,9) e [E,T,A] |e € [T AlFc: ]y A
V(8 v) € [T;AlFc: 7]yd. (§,7,0,y—v) € [, T, A y:7 -]},
[E.T,AFwpt (D Fe:r,y)] =
{(£,7,90) e [E,T,A] | LE[T;AlFc: 7]ydA
V(8 v) € [T;AlFc:7]yd. (§,7v,0,y —v) € [E,T, A y:7 -]} .

Note that though the sets always exist, due to the expressiveness of the assertion language, they
may not be definable. In order to focus purely on the verification calculus, we pose two assumptions on
our assertion language. An assertion language is expressive complete if for any T' and S C [I'], there is
T I ¢ such that S = [T IF ¢]. And, an assertion language is semantic complete if for any I' IF ¢, ' - ¢
if and only if [T I+ ¢] = [T].

Theorem 5.2. The proof rules of Clerical is complete assuming the assertion language is expressive and

semantic complete.

Proof. Since, we assumed expressive completeness, all weakest (partial) preconditions exist.

Consider any correct specifications:
EeTH{¢'} e y:7 v} EeTiA{6'} ¢ Hy:7|v}
We first show that the specifications
EcT {Wp;y(F Fe: 7',1/))} e ?{y 0T 1/)} 2T AR {Wp;y(F;A IFc: T,w)} c 7{y 2T w},
are derivable. Since we have assumed that the assertion language is semantic complete, it holds that
ETH¢ =wpi,TFc:iry) and ET,AF¢ = wpl ,(T;A I c:7,4).

Hence, by using the rule for precondition strengthening, we get the desired specifications derived.

We prove it by induction on the well-typedness of e and c.

e The case when the well-typedness is I' - true : B:

Suppose any correct specification:
=E>T k- {¢} true ?{y :B | 1/)}
From the rule for constants and the rule for partial correctness from total correctness, we can derive
EbT + {y[true/y]} true ?{y:B |7}

Suppose any (£,7) € [, I ¢]. By the assumption, it holds that (§,~v,y — tt) € [E,T,y:BIF4].
Therefore, (£,7v) € [E,T IF ¥[true/y]] holds, which implies =, - ¢ = [true/y]. Hence, by the rule

for precondition strengthening, we have

EDFF{gb} true ?{y:B|1/J}
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e The case when the well-typednessis I' - false : B, 'k :Z, ' Fskip: U,or I' -z : 7, it can be done

identically to above.

e The case when the well-typedness is I' F ¢(e) : R:

From the induction hypothesis, we can derive
EeTk {Wp?Evy(I‘l—e:Zﬁlz RapAnz=uy)} e:Z Hy:Z|3z:R.pAnz=1(y)}
Hence, applying the rule for coercion, we derive the specification:

EDFF{WpV The:Z,32:Rypnz=1uy)} tle) {z:R|Iy:R.Iz::R.YpAz=1(y)Az=1(y)}

Ey

Asyp = 3Fz:R.pyAz=1(y) and Jy : R.Fz: R.yp Az = 1(y) Az = 1(y) = 1, we have the desired

specification.

e The case when the well-typedness is 'Fe; @ ey : Z for © € {+,—, x}:
Suppose any state (£,7) € [[Wp;y(I‘ Fei ®eq:Z,9)]. Then, clearly, it holds that

(&) € [[Wp?Eyy(F Fey:Z True) A Wp?Evy(F Fes: Z, True)].

And, using the induction hypothesis, we can derive the following specifications:

=Tk {Wpr"E’y(F Fel®ey: Zﬂf})} e1 ?{y 7| True}

STk {wpl,(TFe1 ©er:Z,9)} e {y:Z| True}
Ex:Z>T F {WP(E,z1:Z),y(F Fei:Z,y# acl)} e1 {y ARTE= xl}
HaZ>TF {Wp(E7gc2:Z),y(F Fey:Z,y+# 322)} e {y 22|y # 1:2}

For any vy € Z, if (§,x1 — v1,7) € [[—wpaxl:z(f‘ Fei:Z,y+#x1)] holds, v1 € [Tk ey : Z]y holds.
Therefore, for any v1,ve € Z such that

(&,21 = v1,T2 F> v2,7) €

[[Wp?E,y(F + e1Oeg: Za ¢) A _'WpE,:z;1:Z(F + €1 Z7y 7& 1'1) A _‘WpE,wg:Z(F + €2 : Z7y 7é .132)]}7

it holds that v; € [T'F ey : Z]y and vy € [T'F e3 : Z]y. By the assumption, we have (§,21 — vy, 29 —
va,7v) € [, 21:Z,29:Z,T I+ [(x1 ® x2)/y]]. Therefore, the side-condition of the rules for integer arith-

metic is provable (by the completeness). Hence, using the rule, we get the desired specification.

e The case when the well-typedness is I' F e @eg : R for @ € {+,—,%x}, ' F e; < ez : B, or

I'te; = ey : B, it can be done very similarly to above.

e The case when the well-typedness is I' - e; < ey : B:
The partial correctness case can be done in a very similar way to the case of integer arithmetic.
Suppose any state (§,v) in [Z,T IF Wpéy(l—‘ F ey < e :B,1)]. Then, with the same argument used
in the case of integer arithmetic, it holds that (§,v) € [E,T IF wpéy(l" Fep: R, True)] and (&,v) €
[E,T IF wpé,y(I‘ Fes: R, True)].
And, the induction hypothesis ensures that the following specifications are derivable:
E>xI'F {Wpé’y(f‘ Fep: R,True)} e1 i{y ;R True}
EoTk {wpt,(T'Fez: R True)} ez [{y:R| True}
E,z:RoTF {Wp(E,ml:R),y(F Fei:Ry# xl)} e1 {y Ry # xl}
2, x:RoTF {WP(E,xQ;R),y(F Fey:Ry# xz)} e {y :Rly# ch}
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Suppose any vy, vy € R such that
(& @1 > v1, 29 > va,7) €
=Tk Wpé,y(r F el % €2 Bﬂﬁ) A ﬁWpE,azlzR,y(F Fer: Rvy 75 .’I,‘1> A ﬁ\NpEmz:R,y(F Fes: R, Yy 7é J"2)]]

Then, it holds that v; € [T'F e : R]yand vy € [T'F es : R]y. Ifv; < vo, it holds that tt € [T e; < e : R]y
and if v; > vy, it holds that ff € [ e; < e : R]y. However, v; = vy does not hold, since (£, 2 +
vy, Z9 > v2,7) € [E,T IF wpéy(F e < ey : B,1)]. Therefore, the side-condition holds. And, using the

total correctness rule for real comparison, we get the desired specification.
e The case when the well-typedness is I' - ¢! : R is done very similarly.

e The case when the well-typedness is ' F limx.e : R:
See that

Wpéz(I‘ Flimz.e:R,¢)=3z:R.oAVz:Z.x > Oéwp%EZ:R)y(F,x:Z Fe:RJy—z| <27%).
By the induction hypothesis, we can derive the specification:
E,zRel z:Z+ {Wp%E

,Z:R)yy(F,x:Z Fe:Rjy—z| < Q_I)} e i{y R jy—z < 2_r}

See that the side-condition becomes

(F2R. G AVE:Z 2 > 0 = wplz (T,z:ZFe:RJy—2/<27%)) =

,z:R),y
JzR. (Vo:Z.z > 0= (Wp(iE 2R JOzZEeR [y -2 <27)A (VYR Jy —2[ <277 = |y — 2[ < 277)))
N

which is trivially provable. The rule for limit derives the desired specification.

e The case when the well-typedness is I' - ¢1;¢0 @ 7:
See that

Wp?ay(F; Ak cpse:700) = Wpé’y(F; Alkcy: U,Wp;y(F; Al eq, 1))

By the induction hypothesis, we can derive the specification:

EvT; A {wpl, (T;A o, )} e 2{y: 7|4}
EvT; Al {wpl, (T;A ey s Uywpl (T AR e, 90)} e 2{y: U wpl, (T; Al co, )}

Since, y does not appear free in Wpéy (T; A IF ¢o,%), we can apply the rules for sequencing to get

EeT AR {wp?E,y(F; Alkecr;en: T,w)} c1;Co ?{y :T w}

e The case when the well-typedness is I'; A IFvar x := e inc: 7:

The induction hypothesis says the specifications are derivable:

ZrTA, 20 - {Wp?ay(].—‘; A zolkc: T,’L/J)} c ?{w}
E>A - {Wp?E,y(F, Ake:o, Wp?Eyy(F; A, z:o Ik e, w)[y/x])} e ?{y:T | Wp?Eyy(F; A x:olF e, w)[y/x]}

Hence, the rule for local variable yields

E> A {Wp;y(F,A Fe:o, Wp?E,y(F; Azolkc: T,w)[y/x])} var x :=einc ?{y = ¢}
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Since = does not appear free in v, using the implication
Wp;’y(f‘; AlFvarz:=einc:7,¢) = Wpr‘é’y(f‘, Ate:o, Wp?E’y(F, Azolbc:T,¥)y/z])
we can derive the desired spcification:

E> AR {Wpéy(F;AH—vara:::einc:T,w)} var x :=e inc ?{yzr\w}

e The case when the well-typedness is [ A lF z:=e: U:

The induction hypothesis derives the specification:

EeDAF{wp, (DA Fe: 7 ¢ly/a))} e My 7] ¢ly/al}
Letting 6 := ¢ in the rule for assignment derives
EcT A {wpz T, A F e myly/a]) AVy. (Ply/2] = ¢ly/z)} = =e 2{o}.
Since the implication
wpt (DA R :=e:U,9) = wpl (T, A ke 7,9y/x])

and Wp;y(F,A Fe:ryly/z]) = Wp?E,y(F,A Fe:ryly/z]) ANVy. (Yly/xz] = ¢¥[y/z]) hold, using the

rule of precondition weakening, we get the following desired specification:
EeTiA I {wps (T;AIFz:=e:U9)} 2=e ?{¢}
This can be done very similarly to the case of guarded cases.

e The partial correctness of the case when the well-typedness is I'; A I- case e; = ¢1 |-+ | e, = ¢, end :
.

Suppose any (§,7,0) € [E,,Al-wpg  (I'5Al-caseer = c1 || en = cp i 7,%)]. In order to
exclude e in the denotation, it holds that Vi. e & [I’, A - ¢; : B](y,0). Hence, (£,7,0) is in
[T, AlFwpg (I, A ke, True)] for all i.

Suppose (§,7,6) is in [Z,T, A IF —wpg (I A ke, : B,y = false)]. Then, tt € [I', AFe; : B](v,0)
holds. Hence, in order to make e & [I'; A IF ¢; : 7]y 6 and any (6’,v) € [[; A IF ¢; : 7] satisty ¢ with £, 7,
the state (§,v,9) is in [E,I, A I-wpg , (T A IF ¢q 2 7,9)].

Hence, the implication holds:
wpz (I Al caseer = c1 |- [ en = ¢ i T, 0) =
WpE’y(F7 AF ey, True) A+ A wa’y(F, AF ey, True)
A (=wpz (I A er i By = false) = wpg (I AR ¢ 2 7,7)))

A (=wpg , (I A ey, : By = false) = wpz , (I5A I ¢, 0 7,9)))

Let us write @ to denote the right-hand-side of the above implication.

By the induction hypothesis, we have the specifications derived:

>, AR {Wpay(f‘, AF ei,True)} €; {y :B | True}

>I,A R {wpay(F, Alte :By= false)} €; {y :Bly= :Ealse}
ETTA IR {wpay(F;A ke 7',1/))} C; {y cT 1/)}

(11 [1]
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See that ® = wpz , (I', A I e;, True) and ® A —wpg (I’ A Fe; : B,y = false) = wpz , (I A IF ¢;
7,1) hold for all i. Hence, applying the rule for precondition strengthening, we get
ZE>,AF {Wpay(F, A+ ei,True)} € {y : B True}
ErT;A R {@A —wpz , (I, A ke :By= false)} ¢; {y:7|v}
Applying the rule for guarded cases and the rule for precondition strengthening, we get the desired

specification derived.

e The total correctness of the case when the well-typedness is T'; A I- casee; = ¢ |-+ |ep = cpend : T
Suppose (£,7,9) € [E,T,Al+ wpé,y(F; AlFcasee; = c1 | | en = cp:7,4)]. Then, in order to
ensure e  [I', A+ e; : BJ(v,9) for all 4, (§,7,0) € [E,T', Al-wpz , (T', A = e;, True)] holds for all 4.
Note that if there is no ¢ where {tt} = [T, A+ ¢; : B](7,0) holds, L is in the denotation under ~
and d. Hence, there is ¢ where (£,v,0) € [E,T, A I+ Wpé’y(F7 AF e;,y = true)] holds.

Therefore, we have the implication:
wpé’y(F;A IFcaseey=c1 |- |en=cn:T00) =
wpz (I, At eq, True) A -« Awpg (I, A ey, True)
A (wpéyy(F7 At e, y=true)V---V Wpé’y(l“, AkFe,y= true))
A (=wpz (I A e i By = false) = Wpévy(F; Alke:T,))

A (=wpz (I A F e, i By = false) = Wpéy(r; Ak e, T,1))

Let us write @ to denote the right-hand-side of the above implication.

By the induction hypothesis, we have the specifications derived:

>, AR {WpE’y(F, A ei,True)} e; {y : B True}
>T, Ak {WpJé (T,AkFe,y= true)} e; ¢{y :Bly= true}
N AN {way(F, Ale; :By= false)} €; {y :Bly= :Ealse}

;A - {wpévy(F;A ke e 7',1/))} C i{y 2T ¢}

Let ¢; = wpéy(F,A - e,y = true) and 0; = wpzg ,(I',A - ¢; : B,y = false). Note that
® = wpg , (I, A I e;, True) holds and for any 7, and (® A (¢1 V---V ¢,) A=;) = Wpiay(lﬂ; Alkc:T,9)
holds.

Therefore, by applying the rule for precondition strengthening and the total correctness rule for

(1 [ [

(1]

guarded cases, we get
EsT,A - {<I>/\(¢1v---\/¢n)} casee; = ¢y || en=cp i{y:7'|w}
As wpé}y(I‘;A IFcaseey=c1 |- |len=cn:790) = Pand &= PA (41 V-V ¢y,), by applying the
rule for precondition strengthening, we get the desired specification.
e The case when the well-typedness is I'; A |- if e then ¢ else ¢ end : 7 is done very similarly.
e The partial correctness of the case when the well-typedness is I'; A IF while e do c end : U:

Define the sequence of formulae:

o = wpg,(I'Ake:B, True)
(—\Wpay(F, AFe:B,y=false) = Wpay(F; AlFc:T,d4))
AN=wpz ,(I'; A e: B,y = true) = ¢)

¢n+1
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Let us abbreviate W for wpz ,(I'; A I- while e do ¢ end : U, ) and see that [W] = ;2 [¢.].
Let W be a loop-invariant. By W = wpg , (I, A= e : B, True), we have

EDF,AF{W} e {y:B|True}.

Let ¢pase = wpz (I, A F e : B,y = false), and ¢irue = wpz ([ A = e : B,y = true). See that
“Ptarse NW = wpg ([ A l- ¢ 2 7,¢,) holds for all n € N. Hence, using the completeness assumption, we

have the derivation:

“Praise N\W = wpg , ([AIFc:7,¢,) foralln € N
[=raise A\W] € [wpz ,(T5AlFc:7,¢,)] for alln € N
[~ ¢tarse NW] - C ﬂneN [[WPE,y(F§ Alrc:7,¢n)]

= [wpg, (A IFc:T,W)]
“Prasse N\W = wpgz , ([AIFc:7,W).

By the implication, we have the specification
EoT5A I {~drae AW} ¢ {W}.
Hence, using the rule for loop, we the desired partial correctness specification derived:
E>T;A - {W} while edocend {W A =¢uuc} -
Since W A =¢¢rue = %, we have the desired specification derived.

e The total correctness of the case when the well-typedness is I'; A |F while e do cend : U:

Define the sequence of formulae:

do = (wpé’y(I‘, At e:B,y=—false)) A

(—wpz (I Al-e: B,y = false) = ijé’y(I‘; Alke:U,o,))
/\wpé,y(f‘7 AFe:B,True)
A(=wpz ([ A Fe: B,y = true) = v)

¢n+1

Let us abbreviate W for wpéyy(lj; A Ik while e do ¢ end : U, ) and see that [W] = [~ [¢] holds.
Let 2, T, A, z:Z I 9 be a formula that defines the set [¢] such that (£,7,d,z — v) € [¢] if and only
if (£,7,9) € [dy+1] and for any v’ < v, (£,7,0) € [~¢v+1]. In other words, z satisfies ¢ if and only if z

is the smallest integer that satisfies ¢, 1.

Since W = Wpé’y(e : B, True) holds, we have ExT', A I {W} e i{y :B | True}.

Similarly to the case of partial correctness, let ¢rase = wpz (I, A = e : B,y = false), ¢irue =
wpz (I, A e By = true), and gexit = Wpé’y(F,A Fe: B,y = false). See that —dpa1e AW =
wpéy(c7 W). Hence, we have the specification:

Eo A {—drase AW} ¢ [{W} (5.1)

Now, consider the triple derived from the induction hypothesis:

o Lo A R {Wlp(E,zo:Z),,(CvVZ 2= z2<z)} ¢ YVziZop=2<z}

If ~¢raise AW AP[20/2] holds, by ¥[z0/z] and —¢raise, we get wpz (¢, ¢,). By the definition of 1,
since zp is the smallest index where ¢, 41 holds, it holds that ¢,, = (Vz : Z.¢ = 2z < z). By the
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monotonicity, it holds that wpz (¢, ¢.,) = wpz _(¢,V2. ¢ = 2 < zp). Therefore, we have the implication
“Prarse NW A P[20/2] = wpz _(¢,V2: Z.1p = 2 < zp). Therefore, by the rule of precondition weakening,

we have the specification:
E, 20 Z> T A F {=orase \WAY[20/2]} ¢ YV2:Z.9 =2 < 2}
Together with the specification at 5.1, we derive the specification:
Eo2: LT AR {ﬂ¢false/\W/\¢[zo/z]} c L{W/\Vz .Yy =2 < zo}

See that the side-condition is direct from the definition of ). Hence, we have the desired specification.
O
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Chapter 6. Clerical in Asm(NY)

Similar to Chapter 4, in this chapter, we devise an interpretation of Clerical in Asm(NY). Since

the motivation and the general picture is already explained in Chapter 4, let us directly dive into the
business.
To each data type 7, we define

[U] =1 [B] =2 [Z] =Z [Rl =R

where R is any effective represented set of real numbers.

To each typing context I', we assume there is an assembly [I']gy, ) of [I'] with the following
computable morphisms:

1. assign, : [ agmy X [[F(x)]]Asm(NN) — [I] psmry such that assign, (v, v) = y[z; = z],
2. extendy:r  [M]agmvry X [T asmery = [1 @ 2 7] agqmw) such that extenda.(v,v) = (7, (z = v)),
3. valueg : [T agnany = [T(7)] asmervy such that valueg (v) = y(z),

4. removey : [T pg ey = [T [donl(r)\{w}]]Asm(NN) such that remove, (v, — w) =7,

Moreover, we assume the empty state () of [-] sy is computable.

To each typing context =y : 71, -+ ,T, : Tp, there is a morphism state : [[Tl]]Asm(NN) X e X
[[TnﬂAsm(NN) — HFHAsm(NN) such that state(vy,---,v,) = (1 — v1, -, &y — v,). It can be done by
repeatedly calling extend on the empty state. And, for any disjoint typing contexts I', A, there is a

morhpism join : [I] gy X [A] agmary = [T, Al asm(ay such that join(v, ) = (v,6). It can be done by
repeatedly extending J on +.

6.1 Modified Powerdomain in Asm(NW)

For a set S, we want to define an endofunctor P, (O) : Asm(NY) — Asm(NY) where for any assembly
A the underlying set of P,(A) is P, (JA]).

For any assembly A, define P,(A) be the assembly induced from the injective function

ta o PA]D) = [1MOA)
s if S=e,
S = S\{LIu{p} ifLes,

S otherwise.

See that ¢ translate ¢ to §f and L to b. By definition, the injective mapping appears as a morphism

ta : Po(A) = tM(bA)
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Also, the rectifying operation, which is a retraction of ¢a, is computable:

ra : IMOBA) — P,(A)

e it S=h,

g S\{ptu{L} ifbes,
Su{l} if S infinite,
S otherwise.

By defining the action on morphisms
P.(f:A—B):=rpo(IMb(f))) o a,

the mapping P, () is an endofunctor in Asm(NY). Note that its definition is P, (f).
Also, see that the unit and the multiplication of P, () are computable. Hence, the triple (P, (0O),n, )
is a monad that their definitions form a monad in Set.

Moreover, since

aB @ (A—=B) — (P.(A)—P.(B))
¢ if z =e,
F = S Upes S (L) ifo=1,
{f(z)} otherwise,

is computable, (by composing the extensions of fj, M,b), we can confirm that the endofunctor is a strong
moand with the same « and 8 that of P,(0J). That means the definitions of the liftings are the liftings
w.r.t. P (0).

Note, however, that P, (0) fails to be a countably applicative functor.

For a morphism f : A — bB, define f¥: A — P,(B) by

{L} if x =b.
{f(z)} otherwise,

fHz) =

which is computable by the realizer of nf o n™ o f.

For the domain-theoretic properties, see that the chain completeness is effective.

Lemma 6.1. To each assembly A, there is a computable function LIMa : (N — P,(A)) — P.(A) such

that it on chains returns the limit of the chain. For a non-chain input, it returns e.

Proof. Suppose ((¢;)ien) is given where ¢; IFp, (a) Si and (S;)ien is a chain. Until we find an index
n iterating from 0 such that ((¢;)ien)(n) # 0,1, we append 1 in the output tape. If there is m,k
such that ((¢:)ien)({m,k)) # 0,1, which means ¢,,(k) # 0,1, we stop the iteration and just append
Om(k), dm(k + 1), - in the output tape.

Now we need to argue that the above computation realizes LIMa. Suppose {(¢;);en) was a name of
an increasing chain. If there is no index n such that ((¢;)ien)(n) # 0,1 holds, the computation prints
1Y which is a name of ¢ and any set containing L. Also, if ¢; consists of only 0 or 1, it can represent
only ¢ or a set with L. If S; = ¢ for some ¢, then the limit of the sequence is ¢. Hence, the computation
was correct. If S; # e for all 4, then L € S; for all i. Hence, the limit of the sequence contains | which

is represented by 1V. Hence, the computation was correct in this case as well.

119



When there is an index (m, k) such that ((¢;)ien)m, k) # 0,1 holds, (assume (m, k) is the smallest
such number), the computation produces 1) :: ¢, (k), ¢y (k +1),---. Since ¢, (k) # 0,1, it is either
Sm=c¢or L #z €S and ¢5< is a name of z € A. If S,,, = ¢, then the limit is e. Since any sequence
represents ¢, the computation is correct. If L # x € S and ¢5,< is a name of x € A, it is either that the
limit contains z or the limit is e. Since 18™*) =2 ¢,,,(k), ¢ (k+1),--- is a name of ¢ or any set containing
z in P,(A), the computation is correct.

If the input was a name of a non-converging sequence, since the computation still produces an

infinite sequence, which is a name of ¢, the computation is correct. O

Due to the fixed-point theorem, any morphism that is domain-theoretic-continuous f : P,(A) —
P.(A) has the least fixed-point in P, (A).

Lemma 6.2. For any assembly A and a continuously realizable function f : [P,(A)| — |PL(A)], if f is
domain-theoretic-continuous, the least fixed-point is uniformly computable. I.e., there is a computable
function LFP4 : (P4+(A) — P4(A)) — P, (A) that returns the least-fixed points of the domain-theoretic-

continuous functions. For functions that are not domain-theoretic-continuous, it returns e.

Proof. By the least fixed-point theorem, the least-fixed point is the limit of the chain (f™({L}))nen-
Hence, we can simply return LIMa (A(n : N)f™({L})) where the repeated application can be done by a

primitive recursion. O

Lemma 6.3. For any assembly A and a continuously realizable function f : (A — P,(A)) —» (A —
P.(A)), if f is point-wise domain-theoretic-continuous, the least-fixed point of f is uniformly computable.
Le., there is LFPA_,p, (a) : ((A = P,(A)) = A = P,(A)) = (A — P,(A)) such that LFPA_p_(a)(f) is
the least fixed-point of f if f is continuous w.r.t. the point-wise ordering. Otherwise,LFPA_,p, (a)(f)(z) =

e for any z.

Proof. For a domain-theoretic continuous function f : (A — F(A)) — (A — F(A)), by the fixed point
theorem, the least-fixed point of it is the limit of An. f™(z — {L}). Hence, we can define

LFPA—p.(a)(f)(@) = LIM(An : N (f"(Ay. {1}))) = .

6.2 Computability of Clerical

To each well-typed read-only expression I' F e : 7, we interpret it as a morhpsim [I' e : 7] Asm(NY)

from [I'] sgm ey 10 Pu([7] agmrry) such that
T'(Cke: TﬂAsm(NN)) =[Tke:7]

holds in Set. And, to each well-typed read-write expression I'; A IF ¢ : 7, we interpret it as a morhpsim

[[F7 Alc: 7—HAsm(NN) from [[F]]Asm(NN) to [[AﬂAsm(NN) - P*([[T]]Asm(NN)) such that
L([5A 1 e T)agmaey) = [T A F e 7]

holds in Set.

First, when the well-typedness I' e : 7 is from I';- IF e : 7, we do
[Tk e Tl agmay = M- 7 0 [T+ Ik e s 7 pgm Y-
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And, when the well-typedness I'; A I-c: 7 is from I', A+ ¢ : 7, we define
[T A F et ] agmey = A7 A6 (5,T2 [T; - I e : T pgmenny (75 5))
See that the atomic operations are clear:

[T+ true : By = (M- i)t [T asmerey = P(2)
Asm(NV) — (>‘7 ﬁ) [FﬂAsm(NN) — P*(2)
= (

Ay k)T [T asmery = P<(2)

[T+ true: B
[CFk:
[T F e)

Asm(NN) —

Y

Asm(NN) — O‘fy LT [[F Hi: Z]]Asm(NN)’Y) [[F]]Asm(NN) — P, (R)
pom@i) = (V- [0 €12 Zpgny v OF [T F €2 Z)pgmey?) + [Flagmqey = Po(2)
= (

|
I
Z]
|
I
[['F e <ex:Blagmamy = (M- [T €1 Z]pgmm)y <T[Mkey: L) psmeeyY)  [Flasmeny = Px(Z
]
R]
I
BJ

N

[ThHe Gey:

N

[THe =es:

) (2)
sty = (A7 [T F e 2 Z]agmunyy = [T F €2 2 Zlpgmueny?) © [Clasmery = Po(2)
): (R)

= (
[I'Fei@es: R]aqm () = = (M. [I'Fer: Rlagm )Y ol [T'F ez : Rlagm )Y [[FHAsm(NN) — P,.(R

[CHet:

gy

(([FEe: R]]Asm(NN)FY)ilb ) : [T asmery = Px(R)
>‘Py [[F Fep: RHAsm NN)’Y< [[P Feg: R}]Asm NN ) : [[FHAsm(NN) - P*(B)

Asm(NV) — (
[[Fl—el%e?z AsmNN)_(

And, for a variable x, we have
[Tz Tl asmamy = My. value! ()

Interpreting the limit operator is a little complicated that in the category of sets, P, (0) was count-
ably applicative but P, (0) is not in Asm(NY). Hence, we cannot use the same construction. Recall that

EMp is countably applicative where we can lift the § extended lim to
(lim]5)": (N = IM(2R)) — tM(ER) .

For a mapping g : A — B, define ¢ = (A\(f : N = A). AM(n : N). g(f n)) : (N - A) - (N — B).
Precomposing (1M(x*)) yields

(lim] ) o IM(k>H)* : (N = fM(bR)) — IM(5R).
And, define an auxiliary mapping;:
J : iM(HR) — §M(OR)
g B ifS=qgvhes,

S otherwise.
which identifies § and b in S. Then, we have
rr o J o (k"% olim)T o gM(k”5)¥ o (sg)* : (N = P,(R)) — P,(R)

Check that its definition coincides with the semantics used in Section 5.3.3. Let us denote in,z : N — Z

for the subset inclusion. Then, we can define

[TH1limz.e:R] =
M.rr o J o (K% olim)T o tM(K”H)% o (sg)“(A(n : N). [, z:Z e : R] asm(ny (extends (7, en,z(n))))
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For the guarded nondeterminism, let us define an extension of Cond function
Condy : N x s» — S

1 ifn=1,

) if n= 2,

(k,Il,"',In) —

z, ifn=4%k.

§  otherwise

which is trivially computable. Define,

[case er = c1 |- | en = ¢y end]pgmm) =
Ay A,

n 1 .
(CondP* (S)) ((ChOICG Lb)T([[el]]Asm(NN) (77 6)7 T [[en]]Asm(NN) (77 5))’ [[Cl]]Asm(NN),y 6’ T [[CTL]]Asm(NN)’y 5)

For any assembly A, define jo : A x 1 — A for the projection map and ko : A — A x 1 for
the map « — (x,%). Of course, they are computable isomorphisms. For any b : A — P,(2) and
c: A — P,(A x1), define

W(b,c) : Mf: A — P,(A x 1)). Cond?

P axyy @ (0x (flojloc) x k1)

From Lemma 5.7, we know that W(b,¢) : (A — P,(A x1)) - (A — P,.(A x 1)) is a domain-
theoretic continuous function. Hence, LFPA_p Axl)(W(b7 ¢)) is the least fixed-point of the mapping.

Hence, we can define

[T; A lF while e do ¢ end]]Asm(NN) = \v. LFP[[A]]AS,"(NM—>P*([[A]]Asm(NN)Xl)(w()‘(s' [[eﬂAsm(NN)(% d), [[c]]Asm(NNﬂ))

using Lemma 6.3

For an assignment, x = e, we can simply let
[T; ARz = e : Ulpgnauy = A7- A (assignf? (6, [[, A ke T]]Asm(NN)(fy,cS)),h *)
And, for a local variable creation,

[[; Al-new var o := e in ¢ : 7] pgmqm) =
Ay. A6. (remove, x id)T o ([[C]]Asm(NN)TZV (extend! (3, [e] asmrey (759))))

See that their definitions are the denotations of the expressions.
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Chapter 7. Reliable Symmetric Matrix Eigenproblem

7.1 Introduction

The computational problem of matrix diagonalization plays important roles in many areas of science
and engineering: from quantum physics, artificial intelligence in computer science, to random matrix the-
ory in pure mathematics. The problem consists of two natural subproblems: computing each eigenvalue
with its multiplicity and computing the associated eigenspace of each eigenvalue. We are interested in
the task of solving the eigenproblem rigorously. That is, on all (even degenerate) inputs, within time
bounded by a guaranteed number of (bit) operations, produce output satisfying any given error bound.

Note that the general symmetric eigenspace problem is discontinuous/unstable already in the 2 x 2 case:

— oxn(_1/e2). [ cos@/e)  sin(2/e) _ (00
A(e) »= exp(—1/€”) (Sin@/e) "~ cos(2/e) ) A0) : (0 0)

The problem is known to become continuous when restricted to symmetric d x d matrices having, among
its d eigenvalues including multiplicities, precisely k pairwise distinct ones [ZB04, §3.5] for any fixed
k € N. We establish:

Theorem 7.1. There exists an algorithm that, given any symmetric d x d interval matrix A of componen-
twise widths 27™(4P) having exactly k of its d eigenvalues distinct, outputs k pairwise disjoint intervals
of widths 277 containing said eigenvalues; and outputs d interval vectors of componentwise widths 277
forming an eigenbasis, where m(A,p) € O(d*(p + d* + dlog1/A(A) + |log||A]|-[)?). In this case the
bit-cost of our algorithm is bounded by C(A,n) € O(d*(y/n/d+d* +log||Al| o )M(d+n+log |Al|z)). O

7.1.1 QR Algorithm and Wilkinson Shift

A symmetric matrix can be efficiently reduced to a similar symmetric tridiagonal matrix using
sequential Householder reflections. (Here, the similarity is a technical term; two matrices are similar if
they share identical eigenvalues counting the multiplicities.) For a tridiagonal matrix T', consider its QR
decomposition Q- R := T. The matrix R-(Q is similar to T. The procedure of repeatedly performing this
similarity transformation is the well-known QR algorithm [Wat82]. We call a single step in the iterative
procedure, which is to compute T’ from T, to be a QR step. When the algorithm makes the off-diagonal
entries small enough, Weyl’s inequality is used to obtain rigorous approximations to the eigenvalues.
However, it is not a total algorithm in that there are matrices which make it never converges.

To make the QR algorithm total and to speed up the rate of convergence, from linear to quadratic
or cubic, shifting is often used [GVLI6, p. 456]. A shift X is a real-valued function on the set of matrices.
Given a shift, the QR algorithm with the shift is defined as follows. From the usual QR algorithm, at
the beginning of each QR step, when T is the matrix to be processed, perform the QR decomposition
on the shifted matrix @ - R := T — A(T) instead. Then, compute 7" := R-Q + \(T). Again, T — T’ is
a similarity transformation.

In 1968, Wilkinson showed that when Wilkinson shift is used, the QR algorithm with the shift guar-

antees a quadratic rate of convergence for any symmetric tridiagonal matrices [Wil68]. The Wilkinson
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shift Awin is defined as follows:
Awiik(T) := the eigenvalue of Ty_1.4,4—1.4 Which is closer to Ty q (7.1)

Here, T' is a d x d dimensional matrix, Ty_1.q,4—1:q4 is the 2 X 2 bottom-right submatrix of T" and T} 4
is (d,d) entry of T. When the two eigenvalues are equally distanced from the last entry, any of the two

can be selected.

7.1.2 Reliable Computation using Intervals

A real number is an infinite object that cannot be represented exactly by using any finite represen-
tation. Hence, one must finitely approzimate it to represent and compute with on a digital computer.
A common practice of approximating it with a finite precision floating point number often fails to be
reliable due to the inherent rounding errors in its computation [Rum88, LW02]. A tedious rounding error
analysis on a floating-point computation enables us to catch the magnitude of the rounding errors that
occur during the computation. Nonetheless, it is unavoidable to face a total erroneous result for input
sensitive cases.

Instead, interval computation can replace floating-point computation for the purpose of reliability
[MKC09, Mool4]; a finite approximation of a real number is an interval with dyadic endpoints that
contains the real number. Computing a real number is realized by computing an interval that is promised
to contain the real number. Hence, we get a rigorous bound on the real number. By forcing the endpoints
to be dyadic rational numbers, interval computation reduces to integer computation such that it can be
simulated on a digital computer exactly and its realistic run-time can be obtained by counting the number
of bit operations.

A side-effect of carrying out real number computation using interval computation is partiality. We
define the order of two intervals only when they are disjoint; seeing the two intervals as some finite
approximations of real numbers, when they are disjoint, we can, for sure, decide which of the real
numbers are greater. However, when the intervals overlap, we cannot decide which among the real
numbers are approximated by the intervals is greater. Hence, when we are comparing identical real
numbers, no matter how tight the intervals approximating the real number are, it always fails.

Let ID := {[a/2",b/2™] : a,b,n,m € Z} be the set of dyadic intervals. For vectors of intervals
Z,9 € ID?, the membership and inclusion relations are defined entry-wise: = € # & x; € &; for all
i,and £ C g <= &; C g; for all i. For a set S, let us write S| to denote S U {L}. Let m; be the
canonical projection function on vectors that returns the jth entry. For the set ]UD)‘j_, we extend the
inclusion relation to be & C 1 for any & € ]I]D‘i. Furthermore, for an interval z := [a,b] € ID, we write
w(Z) := b — a be the width of #. We extend it to Z € ID? by defining w(%) := max{w(Z;) : i € [1,d]}.
The relations and the function w are again extended to matrices by treating a matrix as vector with any,
but a fixed, index traversal.

A function f D4 x Z4= — ID°r x Z7 models an interval computation which receives d, intervals
and d, integers, and returns e, intervals and e, integers. For any (Z,y) € ID? x Z% | the computation on
them yields f(Z,y) where the case f(,y) = L represents the computation failing. An interval function
f:ID% x Z% — ID°r x Z% realizes a real function f : R% x Z% — Rer x Z¢ if (i) it is sound (as
an approximate computation): for any z € &, m;(f(z,y)) € Wj(f(i,y)) holds for all 1 < j < d,. and
7 (f(z,y)) = 7;(f(Z,y)) holds for all d, < j < d, +d.; (ii) it is inclusion-monotone: if f(§,z) # L, then
i (f(Z,2)) C7;(f(g,2)) forany 1 < j <d,, Z C g and z; and (iii) it is (chain-)continuous: for each z, z
and p € N, there is m € N such that for any 3 z such that w(#) < 27, it holds that w(f(Z, z)) < 277.
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In other words, there is a monotone function m : R% x Z% x N — N where for each z,z and p € N, it
holds that for any & > & where w(Z) < 2-™®*P) it holds that w(f(Z,z)) < 27P. We call the function
m to be a local modulus of continuity of f.

The intuition behind the notion of realizing is as follows. The function f is what we want to
compute in the ideal world. Input real numbers = € R? will get approximated by some dyadic intervals
# € ID? where = € Z. Then, we run the computation for f and get intervals f (Z) when the computation
succeeds. Due to (i), we guarantee that the result of the computation f(i) contains f(z). Due to (ii),
the approximation is consistent; namely, when we redo the computation on better approximations, the
resulting approximations are also better. The continuity (iii) ensures that the computation is total in
the sense that when x is approximated with good enough precision, when w(Z) is small enough, the
computation succeeds. Also, when we want arbitrarily good results, if we want the output intervals’
width to be less than 277 for any natural number p, we can proceed with the computation with initial
intervals’ widths less than 27™(#») where m is a modulus of continuity for the interval function.

Given an algorithm over real numbers, the trivial conversion of it to an interval algorithm via
changing reals to intervals and real arithmetic to interval arithmetic achieves (i) and (ii) automatically
but not (iii). (See Section 7.3.2.) In our context, when the real matrix we want to diagonalize has its
submatrix’s eigenvalues equally distanced from its last entry, then whichever precision we proceed, the

interval computation for obtaining the Wilkinson shift fails.

7.1.3 Related Works and Our Contributions

In order to overcome this infeasibility of Wilkinson shift in the context of reliable computing, we
devise a new shifting which we call fuzzy Wilkinson shift. (See Section 7.4.) It is fuzzy in the sense
that when the two distances (in Equation 7.1) are not strictly comparable (when the two intervals
representing the distances overlap) with some criteria, we let any of the two be the shift. We prove that
the QR algorithm with this fuzzy shift also obtains a similar convergence rate.

In the end, we devise an interval algorithm realizing matrix diagonalization problem which uses
the QR algorithm as its subprocedure. When an interval matrix is given as an approximation of a real
symmetric matrix, it computes intervals that rigorously contain real eigenvalues and orthogonal bases for
eigenspaces. A modulus of continuity is obtained, which says how small the widths of the intervals in the
input interval matrix should be in order to guarantee the output intervals width bounded by 277 for any
natural number p. And, the computation’s realistic run-time is obtained by counting the number of bit
operations. It answers the question of how precise does an input real matrix should be approximated and
how many bit operations are needed to compute 277 approximations of its eigenvalues and eigenvectors.

The approach of seeing an interval as a finite approximation of a real number and a real function as an
interval function with certain property can be found in domain theory [DG96, Eda97, Sco70] and interval
analysis [Moo66]. Tt is closely related to computable analysis [Wei00] and exact real number computation
[BCROS86, BC88] which studies computing over real number rigorously; e.g., an implementation [Miil00]
uses repeated interval computation to achieve errorless computation over reals. We follow this approach
in that we are interested in the case where the widths of input intervals can be arbitrarily small. Requiring
the number of distinct eigenvalues as additional input can be found in and is justified in [Ziel2, ZB04].

This perspective produces major differences from the existing works from interval analysis. We use
interval computation to reliably realize real number computation, which only exists in an ideal world.

For example, solving the interval eigenvalue problem from [Dei91] requires a subroutine for computing
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the exact eigenvalue of some real matrix Interval Gaussian algorithms are studied in [CM06] and in many
other works. However, without full pivot searching, it lacks the continuity (iii) property.

Before, the complexity of the eigenproblem has been obtained as a bound on the number of algebraic
operations in an algebraic model [PC99]. The number of bit operations has been counted in [SS18];
however, there, the problem is restricted to matrices with algebraic real entries. Our result applies to
any symmetric matrices, even with transcendental entries. Our work is based on integer computation,
hence it can be implemented as it is and achieves reliable computation. Being a small variant of the QR
algorithm, it can be practically used. By counting the number of bit operations, the obtained complexity

bound is realistic.

7.2 Problem Statement and Overview

We decompose our problem into the two subproblems:
Definition 7.1.

1. Given a pair (fl, k) € ID?¥4 x N where the interval matrix A contains a symmetric matrix A with
exactly k distinct eigenvalues, compute k pairs (5\2, Hi)i=1, k € (ID x N)* such that the intervals

are disjoint and each interval \; contains an eigenvalue \; of A whose multiplicity is ;.

2. Given a pair (A, k) € ID*? x N where the interval matrix A contains a diagonalizable matrix A
whose rank is k, compute k interval vectors @,--- , & , such that 0 ¢ Z; for all i and each Z;

contains a vector z; such that {zy,--- ,zx} span the kernel of A.

In Section 7.3, we define dyadic interval computation with correct rounding that is used throughout
this paper. In Section 7.4, the fuzzy Wilkinson shift is defined with a lemma stating that the shift is
sound. In Section 7.5, we define and analyze Algorithm separate_eig for solving the first subproblem.
In Section 7.6, we analyze an interval Gaussian algorithm interval_gaussian with fuzzy and full pivot
searching, which is for solving the second subproblem.

Combining the two algorithms, we get the following interval algorithm:

Algorithm 1: interval_eig(4, k)

(5\1; ,LLl)7 ) (;\k, Hk) = separate,eig(fl, k)
for i:=1— kdo (iy,---%,,) = interval_gaussian(A — \;,d — ju;)

return ()\“ (‘%21 s {fiw e »jiw))izl,--- k

To analyze the behaviour of the algorithm, we need to pick a natural parameter of the problem. It
is promised that the ideal A in the input interval matrix has exactly k distinct eigenvalues. We devise a

quantitative measure on how strong the property is:

Notation 7.1. 1. For a real symmetric matrix A, let A(A) be the set of the eigenvalues of A and
||A|l z be the Frobenius norm of A. Let us write A(A) to denote the relative eigenvalue separation
of A: A(A) = min>\1¢,\2{|>\1 — /\2| : /\1,)\2 € A(A)}/ HAHF

2. For a natural number ¢, let us write M(¢) be the number of bit operations for multiplying two ¢ bit
integers. Recall that M(£) can be regarded as O(¢log¢) [HVDH20].

3. For n € N, let ID,, := {[a/2",b/2"] | a,b € Z,a < b} be the set of intervals whose endpoints are
dyadic numbers of exponent n. Defining it to be closed under operations (in Section 7.3), n can

be seen as a computation precision.
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Theorem 7.2. Consider an interval matrix A € ID¢*? and a natural number k where A contains a

symmetric matrix A that admits exactly &k distinct eigenvalues.

1. The interval algorithm separate_eig on (A, k) for separating distinct eigenvalues admits the following

modulus of continuity:

mi(A,p) € O(d*(p +log 1/A(A) +logd + [log [|A] z|)?)

I.e., the algorithm succeeds and returns intervals whose widths are bounded by 277 when the width
of the interval matrix A is less than 2=™1(4:?) Under this condition, the number of bit operations
is bounded by C; where C1(A,n) € O(d*(v/n/d+ d+log || Al ) - M(log d + log || A + n)).

2. The interval algorithm interval_gaussian on (/1 Y u) for computing a basis of the p-dimensional

eigenspace of A associated with A € A admits the following modulus of continuity:

ma(A,p) € p+ O(d® + dlog1/A(A) + |log || A ).

Le., the algorithm succeeds when the widths of the interval matrix A and the interval \ are less
than 2-2(4P) and returns intervals whose widths are bounded by 27. Under this condition, the
number of bit operations is bounded by Cy where C5(A,n) € O(d® -M(d + n + log |A] ).

Note that the conditions on the widths of intervals are automatically imposed to n as well; the unit
width 27" in ID,, should be smaller than the required widths of intervals.

Theorem 7.2-2 suggests that when the interval eigenvalues have their widths less than 2-72(4»)
the eigenvectors will be computed with their widths bounded by 27P. And, Theorem 7.2-1 suggests
that when the width of the input interval matrix’s entries are less than 271(4m2(4.P)) " the condition
is satisfied. Considering the interval Gaussian algorithm should be applied for k < d times, the overall

bit-cost can be composed easily as Theorem 7.1.

Remark 7.1. The formulation of our problem follows from our motivation to solve the eigenproblem of
an ideal matrix A € R?*? when it is given to us by A € ID4*4 such that A € A. Tt can be rearranged
in such a way that % is the minimum number of distinct eigenvalues of symmetric matrices in A and A
is any symmetric matrix in A that admits exactly k distinct eigenvalues, which is more similar to the
setting of [Dei91].

7.3 Interval Computation and Fuzziness

7.3.1 Dyadic Intervals

We consider computations on intervals whose endpoints are dyadic numbers, which works as the

standard interval computation as in [AH84] but with correct rounding. When Z := [a; /2", a3/2"] and
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g :=[b1/2",by/2"], we define the primitive operations as follows:

2
+
<

= [(a1 +b1)/2", (ag + b2)/2"]
[(a1 — bz)/Q" (a2 —b1)/2"]
min bj)/2" /2", [rr;%X(aibj)/Z”W /2"]

8
|
<
i

8
*
<
||

otherwise,

[l
. { ming ;(|a; - 2% /b;]) /2", maxi ;([a; - 2 /b;1)/2"] i O & [ba, o]

[[Vai-27] /2", [Vag-27] /2"] if a1 >0

4 otherwise.

The absolute value operator |Z| and the squaring operator #? are expected to make the resulting
intervals’ lower endpoints greater than or equal to 0. When it is not ambiguous, we often write & § orz -y
for £ * y. Considering the partiality in the order comparisons, when we have an instruction of the form
if £ > gy then C; else Cs, we let C execute only when a; > b;. And, otherwise, we let Cy execute.

Note that the operations, can be computed exactly using integer computations; we can count the
number of bit operations of each interval operation; the number of bit operations of Z op y is bounded
by O(Cop(max(log m(z),logm(§)) +n)) where op € {+,—,*, /} is an operation on integers or intervals,
m(Z) == max(|a1], |az])/2"™ is the magnitude of Z, and C,,(¢) is the number of bit operations for per-
forming op on ¢ bit integers. We take C () = C_(£) < C.(£) =M(£) < C/(£) € OM(£) logM(¢)) for our
analysis [BZ98].

7.3.2 Fuzzy Sign

Consider the function of computing the sign of a real number: sign : R > z +— 1 if x > 0 and —1
if 2 < 0. There is no interval function sign : ID — {0, 1} that realizes the function. It is because when
x = 0, any interval approximation of x contains 0. Hence, it cannot be distinguished whether x is greater
than or less than 0.

One alternative approach is to let sign be fuzzy in that we give up to compute the sign of a real
number exactly but let there be some tolerance factor such that when the real number is close to 0 w.r.t.
the factor, we let the function returns any of 0 or 1 (nondeterministically). Namely, the fuzzy variant of
the sign function [YSS13]:

1 if x > —e,

sign : (x,€) —
-1 fzx<e

Observe that the above fuzzy sign is realizable by the interval function:
sign: (Z,é) —»if ¥ > — €then1lelseif £ < ¢ then —1 else abort

When the widths of £ and € get small enough, provided that € € € is positive, it succeeds eventually.

7.4 Fuzzy Wilkinson Shift

For a tridiagonal matrix 7', the Wilkinson shift in Equation 7.1 can be directly obtained as follows

[GVL96, § 8.3.3]:
AwiLk = Ta,a + 6 — sign(d)4/6% + T7, 4
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where 6 = (Tg—1,4g-1 — Ta,q)/2. The Wilkinson shift fails due to the computation of sign(é) (which
happens precisely when the shift candidates, two eigenvalues of the bottom-right 2 x 2 submatrix, are
equally distanced from T, 4). The natural relaxation is to make sign(d) fuzzy thus that when 0 is close to
0 with some formal tolerance factor, let the sign(é) return any number among —1 and 1. The intuition
is that when the distances between the last entry and the two eigenvalues are close enough, then it will
not matter whichever is picked; nonetheless, there should be a quantitative criterion: what does it mean

to be close enough? Fuzzy Wilkinson shift is the relaxed choice of the eigenvalue:

Ti-1,0-1 Ta—1,d
Ty.d—1 Taa

of an unreduced real symmetric tridiagonal matrix T'. Fuzzy Wilkinson shift X&,@}LK with 0 < k < 273

Definition 7.2. Let A; and Ay be the eigenvalues of the bottom-right 2x2 submatrix

of the matrix is either A\; or A which satisfies the inequalities: |Ty 4 — X%@%LK\ <|\Tga— M|+ k| Taga-1]
for ¢ = 1,2. The shift X%%LK can be computed directly, with § == (Ty—1,4—1 — T4,4)/2, by the following

Motrk = Taa —sign (0,5 - [Tya-1] /2) m. (7.2)

Note that the fuzzy shift becomes more like the Wilkinson shift as & — 0. Fuzzy Wilkinson shift can

formula:

be understood to be a good approximation to the exact Wilkinson shift relative to the factor & - [Ty g—1]-

The following lemma confirms that the relaxation is indeed safe:

Lemma 7.1. The QR algorithm on any real symmetric tridiagonal matrix 7" using the fuzzy Wilkinson
shift converges. Moreover, when k = 275, the rate of convergence becomes \Tsﬁfﬁ < 27924273,

where TU) denotes the tridiagonal matrix at j’th iteration.

7.5 Separating Eigenvalues

7.5.1 Interval Tridiagonal Reduction

Algorithm 2: interval_trig(A, q)

forj=1—-d—-2do

if |A;j| < 279 for all i > j then

‘ return {fll:jyl:j} U interval,trig(fljﬂ:d7j+1:d, q)
else if |4; ;| > 279! for some i > j then

| proceed

else

| abort

end

1=/ (Aij)? and 5 =51 + signp (A1) - Aj s
Ajir.ay = [51,0,---,0] and A 1.4 = [51,0,---,0]T;

iy = [signp(Aji1) + Ajy1y [/ 81, Ajay / 51,0 Aay /51 s
g =1, Ajy2; [/ 32, , Aaj /[ 325

Ajiviajita = Ajitajera — 1 x (@5 * Ajraj41a);
Ajitajita = Ajrtagrra — (Ajrrajina * @2) * af
end
return {A}
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A symmetric matrix is efficiently reduced to a tridiagonal matrix via a similarity transformations
using Householder reflections [GVL96, § 8.3.1]. For any index i, define a householder reflector H =
I—2uu™ where u is the normalized vector of [A;41 ;+sign(A;y14) [|Aia.
I 0 1

A
0 H 0

all j > i+ 1. Repeating this from ¢ = 1 to ¢ = d — 2, we get a similar tridiagonal matrix. We explain

o1 Aiva, -, Agq) with regards

to the 2-norm. Then, the similarity transformation A’ := satisfies A} ; = A%, =0 for

how the interval variant (Algoritm 2) differs.

Line 2-3: In the classical algorithm, for an index 4, when the entries below (i,4) are all 0, it is
instructed to split the matrix into the two submatrices Aj.;1.; and Ajt1:4i+1.¢- It not only reduces
the complexity of the eigenvalue finding but also ensures that each input matrix to the QR algorithm
does not have repeated eigenvalues. However, when the entries are intervals, we cannot decide if the
ideal real number represented by an interval is identical to zero. Thereby, we require an additional
parameter ¢ € N, instead of checking if the entries are precisely zero, we test if the magnitudes of the
intervals are bounded above by 279. More precisely, if |/~1]Z| < 279 for all j > 4, the we simply regard
Aj,jJrl:d = fljz;_l:d)j = 0, and split the matrix. The consequence of this neglecting is analyzed later.

Line 4-8: Additionally, in order to bound the width growths of divisions in the construction of
Householder reflectors, the algorithm proceeds only when there is an entry that is bounded away from
zero by 27971, Note that when the widths of the interval entries in a column are less than 27971 it
can be decided either an entry’s absolute interval is bounded above by 279 or bounded below by 27971,
Hence, Line 2-9 succeeds (does not abort) when the widths of the interval entries are less than 27971,

Line 9-14: The sign(A;+1,;) in the construction of the Householder reflector is only for numerical
stability. Hence, if we cannot decide the sign of the interval entry, when Ai+1,z‘ contains 0, we let it be —1.
The interval operator sign in Line 9,11 denotes the operation; i.e., sign, () = if & > 0then 1 else —1.
See that wyul in Line 13-14 is 2uu”.

Note that neglecting only happens when |f1”| < 279 for all 4 > j in j’th iteration. Neglecting
is the operation of perturbing a matrix A € A by some P where |[P||, < d-27% For a symmetric A,
Weyl’s inequality ensures that its eigenvalues get perturbed by at most d? - 279, considering that there
can be at most d perturbations. Therefore, reducing A € Atoa tridiagonal matrix with this splitting
strategy will result in interval matrices {Tl, e ,Tm} each containing an unreduced tridiagonal matrix
T, € T, whose eigenvalues approximate the eigenvalues of the original matrix as follows. Each eigenvalue
of A is contained in at least one interval of U;{[\ —d?- 279, A+ d?-279] : XA € A(T;)}.

Lemma 7.2. Consider a symmetric matrix A and an interval matrix A such that 4 € 4 ¢ IDéxd,
Algorithm interval_trig succeeds and produces a list of interval matrices whose entries’ widths are bounded
by 277 when w(A) < 2=™4:4P) and ¢ > |log|| Al | where m(A, q,p) € p + O(d(g +logd +log || A ).
Under this condition, including that n should be large enough to enable w([l) < 27m(4.9P) the number
of bit operations is bounded by C(A,n) € O(d? - M(log d + log ||A||  + 1))

Proof. (Sketch) We need to analyze how much the interval widths grow in each iteration. Suppose at the
beginning of an iteration, there is an off-diagonal entry bounded away from zero by 27971 (otherwise,
the iteration is skipped anyway), and the widths of all entries are smaller than 27972, The square
sum at Line 9 has its width bounded by 1/2 and is bounded away from zero by 27971, Bounding the
denominator away from zero, we can bound the width and magnitude growths in that the magnitudes
of @y, are bounded above by 4 and their widths are bounded above by w2€(@tloe(md)  Here, m is a
magnitude bound, and w is a width bound of A at the beginning of the iteration. Further doing a tedious
calculation, we get that at the end of the iteration, the width of A is bounded by w2©(¢tlog(mw))
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See that m < ||A||r +w < 2||A||r due to w < 27972 and ¢ > |log||A||r|. Hence, when the initial
width w is smaller than 2-9(@log(dlAllr) " the widths of the entries in the next iteration again satisfies
the condition being smaller than 27972, Therefore, if the initial intervals’ widths are smaller than
2~ O(alog(dl[Allr)  And, when the initial widths are smaller than 2-P~@(@log(dlAllr) " the final widths are
smaller than 27P.

Since the Frobenius norm is rotation invariant, at the beginning and the end of each iteration, the
magnitudes of entries are bounded by 2||A|| 7.

The bit-cost is bounded by the O(d®) multiplications in Line 13-14 on intervals whose magnitudes
are bounded by O(d ||4]| »)- O

7.5.2 Interval QR Step with Fuzzy Shift

Lemma 7.1 guarantees that the QR algorithm using the relaxed fuzzy Wilkinson shift converges.

The fuzzy Wilkinson shift can be applied to the interval version of QR algorithm.

Algorithm 3: QR _step(

)
O=Tyq + 6 — siin<~,2_7 * ‘BUHD * m;

fori::l—)ddoj’mz Tj,] — w;
for j:=1—->d—1do
5 Tij Ty

Gj =
—Tjt1,; T

/TR + Tis

Tj.j41,max(1,j—1):min(d,j+1) = Gj * Tjijr1max(1,j—1):min(d,j+1)

»J

end
for j:=1—d—1do

T T ~T
Trnax(l,j—l):rIlin(d,j+1),j:j+1 = Trnax(l,j—l):rIlin(d,j+1),j:j+1 * Gj

end
fori:=1—ddo Tj,j = T” + w;
return T

Here, Bd,l = Td,dq and § = (qu,dq — Td’d) /2. In Line 2, we shift the input matrix with
the interval fuzzy Wilkinson shift that is computed in Line 1. In Line 3-9, we apply implicit QR step
using Givens rotations. (See [GVLI6, § 8.3.3].) In Line 10, we shift the resulting matrix back. The
off-diagonal terms of the input interval matrix are expected to be bounded away from zero by 27971,
The QR algorithm introduced later, which repeatedly calls the interval QR step will only feed those

matrices. The condition which makes Algorithm 3 correct can be analyzed as follows:

Lemma 7.3. Consider an unreduced symmetric tridiagonal matrix 7" and an interval matrix T such
that 7 € T € ID%*4, Suppose the off-diagonal entries of T" are bounded away from zero by 2791, Then,
Algorithm QR_step on T succeeds and returns an interval matrix whose entries’ widths are bounded
by 277 when w(T) < 27™T:%P) and ¢ > [log || T|| z| where m(T,q,p) € p + O(d(q + logd + log [|Al| ).
Under this condition, including that n should be large enough to enable w(T) < 27m(T:¢:P)  the number

of bit operations is bounded by C(T,¢,n) € O(d -M(logd + log [|T|| z + n)).

Proof. The fuzzy Wilkinson shift of the tridiagonal T is bounded by ||T'||r. Hence, after shifting, |7 —
welllp < |TlF + Va|lT||lr < 4Vd|T | p.
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Let w be the width of the interval matrix at the beginning of the first iteration of Line 4. Sup-
pose w < 27972, Then, the magnitude is bounded by 4\/EHT||F similarly to the proof of Lemma 2.
The denominator being bounded away from zero by 27971 ensures that the widths of G is less than
w20 atloglTlrtlogd) -~ Apq after the rotation by Gy, the width growth is bounded by w’ < w2@(@tlogl|Tllr+logd)
Hence, repeating this for 2(d — 1) iterations, when w < 2-(T:0:P) we get the resulting intervals’ widths
bounded by 27P.

The overall bit-cost is bounded by O(d) integer multiplications on operands whose magnitudes are
bounded by O(Vd ||T|| ). O

7.5.3 Interval QR Algorithm Fuzzy Shift

Algorithm 4: interval_QR(T, q)

if d = 1 then return {Tl,l} ;
forj=1—-d—-1do
if Tj;0.1 < 279 then
‘ return intervaLQR(Tl;jyl;j,q) U intervaLQR(TjH:d,jﬂ:d’ q)

else if Tj j,; > 279! then
| proceed

else
| abort

end

end

return interval_ QR(QR_step(7), q)

Using the parameter ¢, in Line 2-10, the interval QR algorithm inspects the input interval matrix
going through all off-diagonal entries. If there is an index j such that |Tj, ;| < 277 holds, it split the
matrix and recursively feeds the two matrices T, 1:5,1:5 and Tj+1:d7j+1:d to the interval QR algorithm; see
Line 3-4. Otherwise, only when all off-diagonal entries are bounded away from zero by 27971, the QR
step applied; see Line 5-9. Note that when the widths of the interval entries are smaller than 27971, at
least one of the two holds; i.e., Line 8 will not be reached in that case.

This splitting is equivalent to a perturbation by a matrix P which has only the two possibly nonzero
entries which are |Pjy1 ;| = |Pjj+1] < 279 Since |P||; < 279, deflation causes eigenvalues to be
perturbed by at most 27¢. The interval QR algorithm goes on until it deflates all the off-diagonal
entries.

Let T e T. Lemma 7.1 guarantees that when the QR algorithm is applied to T" with fuzzy Wilkinson
shift, g+2log ||T|| - +1 iterations are enough in order to ensure [Ty 41| < 27971, When [Ty 4—1| < 27971
and w(Td,d,l) < 27971 both hold, deflation happens as Td,dq < 274, Since deflation can only decrease
IT|| and ||T||z is preserved throughout the QR steps, the total number of iterations is bounded by
d-(q+2log || T|| p+1) assuming that the widths stay tight enough. When the preconditions in Lemma 7.3
hold throughout the iterations, the interval QR steps do not fail throughout the iterations. Hence, the

interval QR algorithm succeeds:

Lemma 7.4. Consider an unreduced symmetric tridiagonal matrix 7' and an interval matrix T' such
that T € T € ID%*4, Algorithm interval_ QR on (T, q) succeeds and returns a list of intervals whose
widths are bounded by 27 when w(T) < 2=™T:4?) and ¢ > [log ||T| | where m(T, q,p) € p+ O(d?(q+
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logd + log | T||z)(g + log||T||)). Under this condition, including that n should be large enough to
express w(T) < 2=™T¢P)  the number of bit operations is bounded by C(T',¢,n) € O(d*(q+log ||T|| ) -
M(log d + log [|T']|  + n)).

7.5.4 Separating Eigenvalues

Figure 7.1: Classifying on A, Ay and X3, the three enlarged intervals, yields the pairs (X;,2) and (A}, 1)
where 5\’1 ‘= A1 N Ag. If the distance between the actual eigenvalues (the two filled circles) is greater than

some € and the widths of the intervals are less than €/2, the procedure succeeds.

Applying Algorithm 2 to an interval matrix A, which contains a symmetric matrix A with & distinct
eigenvalues, results in a list of interval matrices. Further application of Algorithm 4 to each interval
matrix yields a list of intervals (fi)i:17...7d which approximate the eigenvalues of A; according to the
bounds we obtained, each of the expanded intervals (A;)i—1.... 4, where \; = I; + [—(d® + d) - 279, (d? +

d) - 279], contains each eigenvalue of A respecting multiplicities. It remains to classify (A;) into distinct
eigenvalues of A: let us name filter(q, k, I, - - , I,,) to be the procedure that (1) enlarges all the intervals
by (d? +d)-279, (2) when there are intersecting intervals, keeps the intersection and counts the number
of the intersecting intervals, and after that, (3) if there are exactly k disjoint intervals, returns the list of
pairs of an interval and the corresponding multiplicity; otherwise, it aborts. Note that the classification
does not increase the widths of intervals; see Figure 7.1. Combining all the contents in this section yields

the following algorithm to classify all the distinct eigenvalues:

Algorithm 5: separate_eig(A, k)

try with ¢ :=20,2',... 2l3lglogl/w(A)—logd] jp
{Ty, -, T} == interval_trig(4, q);
for j:=1—-mdo A, = intervaLQR(Tj,q) ;

{(5\17M1)a R (S\ka ,uk?)} = ﬁlter(Q7 kvAla T 7Am)
end

return {(:\1,,u1), s (S\kv,uk)}

The algorithm computes the interval eigenvalues with increasing q. Even when we have intervals
that approximate the eigenvalues (in Line 3), we need to expand those with proportional to 277 and
classify k disjoint intervals among those (in Line 4). When ¢ is not small enough to separate distinct
eigenvalues, it fails in Line 4. Hence, we repeatedly run the overall procedure with increasing ¢ in an
exponential increment.

Proof of Theorem 7.2-1. Let A be an input that contains A and suppose w(A) < 27 for some m.
Taking p = ¢ + 2logd 4+ 1 in Lemma 7.4 yields that when w(T}) < 270(d2(q<|’10gd+10gHTHF)2)’ the
widths of the intervals computed by Line 3 are bounded by 2d?2~9. Hence, the intervals after enlarging
at Line 4 are bounded by 279+21°2d+3  Temma 7.2 implies that the assumption can be met when

m € O(d*(q+ logd + log || A]| z)?).
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Therefore, in the case where m € O(d?(p+logd+log|| Al z)?) and g reaches /m/d ~ O(p+logd+
log | Al )), the return intervals’ widths are bounded by 277.

See that Line 4 of classifying intervals succeeds when 27972108442 < A\ where Ay = A(A) - || A r;
hence, when ¢ > 2logd + log1/A\ + 2 and ¢ > |[log ||A||z|, the procedure succeeds which is the case
when ¢ > O(logd+log 1/A+ |log||A||p|). Therefore, when m € O(d?(p+1log1/A+logd+ [log || Al z])?),
the overall procedure succeeds and returns disjoint intervals whose widths are bounded by 27P. Since
the cost is polynomial in ¢, with the exponential increments of ¢, the last iteration with ¢ = /m/d

dominates. O]

7.6 Interval Kernel Problem

This section considers the interval eigenspace problem, which can be solved by computing a basis
of the kernel of a singular interval matrix: when an interval matrix which contains a singular matrix
is given, it is required to compute a set of interval vectors where each contains such a vector that the

vectors span the singular matrix’s kernel.

7.6.1 Interval Gaussian Algorithm

We consider an interval Gaussian algorithm to solve the problem. The classical Gaussian algorithm
on real numbers conventionally searches for a pivot element whose magnitude is the greatest. In order
to achieve the continuity property (iii), we consider complete pivot searching that searches for a pivot
element whose magnitude is greater than the half of the greatest magnitude [BCK'16, § 2.7]; see that
when the widths of intervals approximating the real entries are small enough, eventually, it succeeds in
locating an interval pivot element. It is fuzzy in the sense that when there are multiple such entries, any
of those can be chosen to be a pivot.

It is well known that an interval Gaussian algorithm does not preserve the regularity of a matrix
and indeed this is the case for the above interval Gaussian algorithm that the rank of an interval matrix
will not be preserved throughout the iterations; e.g., see the famous example of [Rei79]. Algorithm 6 on
(A, k), where A > A and rank(A) = k, is correct if Phase 1 runs all its k iterations.

Throughout the iterations in Phase 1, the interval matrices always contain a matrix whose kernel
is ker(A) and whose rank is k. Hence, throughout the iterations of Phase 1, there always is an interval
entry in the submatrix where the pivot searching happens containing a nonzero number r; otherwise, the
kernel of A is not preserved. Note that when the widths of the interval entries are sufficiently small, the
interval containing r can be picked as a pivot element. This gives evidence that success depends on the

widths of the interval entries which is bounded by Lemma 7.5.
Lemma 7.5.

1. Let (fl, k) be an input to Algorithm 6. Then, the widths of the entries of the interval matrices
constructed throughout Phase 1 are bounded by 60%(1 + m(A))w(A) and the magnitudes of the
entries are bounded by 5%m(A).

2. Consider a variant algorithm of Algorithm 6 which works on real intervals using standard interval
computations in [AH84] instead. Then, the entries of the interval matrices, constructed throughout
the iterations in Phase 1, of the variant algorithm have widths bounded by 11%w(A).
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Algorithm 6: interval,gaussian(fl, k)

for j:=1— k do // Phase 1
compute b = max;j<sm<d m(/ig,m);
find (¢,m) s.t. |Ag,,| > b/2 for j < £,m < d abort if fail;
swap rows indexed j and ¢ and swap columns indexed j and m;
record the column permutations in IT;
for ! =57+1—ddo s = flM / AM;
for!{=7+1—dandm:=j5— ddo

if m = j then Ag}m =0 else A~g’m = flg’m — Ag’j * §p;

end
end
for ::=1— k do // Phase 2

5= Ais

for j :=i — d do if : = j then fl” =1 else /LJ = [1” / 3i;
end

for j=2—>kand/:=1—j—1do
Sp I:Ag_’j;
for m:=j — d do A&m = Ag}m — Aj’m * Sy;
end
fori=k+1—dandj=k+1—ddo
‘ if i = j then flm- = —1 else flm- = 0;
end

return (IT- A)1<icak<j<d

We defer the proof of this lemma to the appendix. The bounds are obtainable mainly because
we force the pivots to be bounded away from zero by b/2; the interval over-estimations are bounded

accordingly.

7.6.2 Pseudo-regularity

Consider the case when the algorithm is applied to an interval matrix A which contains A and whose
rank is k = rank(A). Suppose that the algorithm succeeds and yields the k pivot elements py,-- -, pi at
the end of the first phase. Then, there are nonzero real numbers pq, - - - , pr such that p; € p; for all ¢ and
IL;|p;| is the magnitude of a nonzero k’th principal minor of A. Now, let us take a look at the pivoting
strategy.

Suppose p; is chosen to be the pivot element at ’th iteration, and b; is the greatest magnitude of all
entries in the being-searched submatrix. Note that |b;|/2 < |p;| < |b;| holds for all i. After eliminating
all rows below by the row led by p;, the magnitudes of the entries in the resulting submatrix are bounded
above by 3|b;|.

Since |b;|/2 < |p;| holds, it holds that |p;+1| < 3|b;| < 6|p;|. Due to ||A|l,../2 < |p1| < [|A]]
we have |p;| < 6! || Al| .
minors of A, the inequality m < IL;|p;| < |ps|60+ =D+ E+D++k=1) 4|5~ }101ds for all .

max

max’

for all i. Therefore, if m is the smallest magnitude of nonzero k’th principal
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Figure 7.2: Changes in eigenvalues to the perturbation with e in the proof of Lemma 7.6. Shifting with
small enough € on a singular diagonalizable matrix makes it regular and its eigenvalues are shifted by e.

—k+1 _Gk(k—l)/Z’

max

Thus, the magnitudes of the pivot elements of A are bounded from below by m - ||A||
which means, throughout the iterations in the interval Gaussian algorithm, the computed maximum
magnitudes are greater than or equal to the bound. Together with Lemma 7.5, a condition for success
can be obtained related to the quantity m.

However, though the quantity m catches the notion of pseudo-regularity and the intuition that
the condition for success depends on it, it is not satisfying as it does not have a clear connection to
the geometric distribution of eigenvalues which we used as a parameter in the eigenvalue computation.

Instead, we propose the quantitative measure:

Definition 7.3. For a diagonalizable real matrix A with rank k, let |A|min(A) := min{|A| € A(A)} be the
minimum nonzero magnitude of its eigenvalues. Then, the pseudo-regularity, a quantitive measure saying
how far away the matrix A is from having rank less than k, is defined to be §x(A) = [A|min(A4)/ | Al &

Let A be a diagonalizable real matrix whose rank is k. Consider A’ := A —¢- I to be a perturbation
on A by € € R; see Figure 7.2. When € is in (0, |A|min(A)), the perturbed matrix A’ is regular. Consider
an interval matrix A = [A’, A] € IR If ¢ is small enough, then Phase 1 of the variant interval
Gaussian algorithm, which works on IR, on A will result in an interval matrix which contains H and H’
such that ker H = ker A and ker H' = ker A’:

-pl... * *...*_ _pll * * * i
0 ---00---0 0 ---0 €1,1 ' €ln—k
0---00---0 0 ---0 €En—k,1 " En—kn—k

By the second part of Lemma 7.5, the entry-wise difference between two matrices is less than 11%e.
Therefore, |¢; j| < 11¥e. By Hadamard’s bound, it holds that | det(H')| < |piph -+ px|’ - (11%€)4=* - (d —
k)(@=k)/2 On the other hand, as | det(H’)| = |det(A+e€)| = [T |\ —¢€| > €% - (|\|min —€)*, the following

inequality is obtained:
€ (Mlin =€) < [pipy -] - (117€)T7F - (d — k)70
< (Ip1| +11%) - (Ipe| + 11%¢) - (11%€)*7F - (d — k)72
Therefore, the bound (|A|min — €)* < (|p1] 4+ 11%€) - - - (|px| + 11%€) - 11F@=F) . (4 — k)(d=k)/2 holds for any

small enough e. Considering that the algorithm only can make pivot values grow by a factor of at most
6 in each iteration, |p;| < 6:~1[|Al|_.. < 61| A| holds. Hence, |p; - - px| < p; - 6FE="D/2 | A5 for

max —

any j. Therefore, for any j, the following holds:

IAE < pipe - pi| - 11FER) (g — k) (d=R)/2
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< py - 6FFTD/2 AT 11RAR) (g — k) (d=R)/2

Since any choice of a pivot element made by Algorithm 6 is valid in the variant algorithm, an algorithm

in TR, the inequality is still valid for Algorithm 6:

Lemma 7.6. Consider a diagonalizable matrix A € R?*? with k := rank(A). For any interval matrix
containing A when the interval Gaussian algorithm searches for a pivot element, there always exists an

entry whose absolute interval contains a real number greater than 244" Sk (A) || Al -

Figure 7.3: When the width w; is smaller than b;/2, the interval can be selected as a pivot element.

This gives a straightforward condition succeeding on finding pivot element. The widths of intervals

staying smaller than 24’ §5(A) || All» throughout the iterations:

Lemma 7.7. Consider a diagonalizable matrix A whose rank is k and an interval matrix A such that
AcAe ID4*4. Algorithm interval_gaussian on (fl, k) succeeds and returns interval vectors whose entries’
widths are bounded by 277 when w(A) < 27""4) where m(p, A) € p+O(d*+dlog1/5x(A)+|log||Al|r]).
Under this condition, including that n should be large enough to enable w(/i) < 27mPA4)  the number
of bit operations is bounded by O(d? - M(d + n + log||A|| ).

Proof. Lemma 7.6 says that throughout the iterations in Phase 1, when a pivot element is searched,
there is an interval l;j whose magnitude is the computed maximum magnitude in Line 2 such that
b; == m(b;) > 2_4d26§(A) |A||z. If E is an upper bound on the widths of the interval entries, then if
E < b/2 the interval b can be chosen as a pivot element; see Figure 7.3. The overall bit-cost is bounded

by O(d?®) multiplications on operands whose magnitudes are less than O(5%||A||r) from Lemma 7.5. O
Now, we can give the proof of the second part of our main result:

Proof of Theorem 7.2-2. We run the Gaussian algorithm on the interval matrix A — X where A contains a
diagonalizable A and X contains an eigenvalue A of A. See that log1/8x(A) = log|| A=Al 7 /| Almin (A=) =
log||A — M|/l All# + 1og|| Al £/ A min(A — ) < log(1 + V/d) 4+ log 1/A(A) where A(A) is the smallest
distance among distinct eigenvalues of A relative to ||A||r. Using the bounds obtained in Lemma 7.7
yields the desired result. O
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Chapter 8. Conclusion

In the earlier part of this dissertation, we have defined an imperative language that supports the
functionality of real number computation based on computable analysis. The foundation of the language
is sound that for any real number expression e, if the expression is well-defined, the real number expression
really does evaluate to the number that the expression mathematically represents. In consequence,
the users of the language can program real number computation assuming real numbers as abstract
mathematical entities, and reason on the behaviours of their programs relying on their mathematical
knowledge without considering artificial roundoff errors.

We wanted the languages to be imperative not only because imperative programming is com-
monly used paradigm in scientific computing practices. Imperative programming admits well-studied
precondition-postcondition-style program specification and Hoare-style program verification methodolo-
gies. In addition to defining the formal semantics of the language, in this dissertation, we also devised the
Hoare-style verification calculus that can be used to formally verify programs written in the languages.
Consequently, the users of the language can easily specify the expected behaviours of their programs
and either prove of disprove the correctness of the specifications such that verified computation over real
numbers is obtained conveniently.

We suggested a way to formally extend the language with other continuous data such as real matrices
and continuous real functions alongside with extending the verification calculus. However, there is a
limitation that the language itself does not support construction of higher-oder objects. For example,
we could program a functional that finds the root of input continuous real functions. However, it is
not possible to construct arbitrary functions within a program. This leads to a natural and essential
future work that is to extend the language with general higher-order data that often appear in scientific
computing such as Sobolev functions, analytic functions, operators, functionals, and so on [KST18,
TKZ18, SS17, Col20]. Of course, the goal is also to extend the verification calculus accordingly [DJ83,
YHBO7]

In the later part of this dissertation, when an interval matrix A and a natural number k are given
with a promise that A contains a symmetric matrix A which has k distinct eigenvalues, we consider
the computational problem of approximating all the eigenvalues and associated eigenspace of A using
interval computations. We devised an interval QR algorithm and used an interval Gaussian algorithm to
solve the problem and analyzed a condition that guarantees the computation to produce intervals whose
widths are bounded by 27P, for any natural number p. The condition is parametrized by the relative
eigenvalue separation of A, which we suggest to be a natural parameter of the problem. Having the
explicit condition, an analysis is applied to obtain a bound for the bit-cost of the matrix eigenproblem

for degenerate real symmetric matrices for reliable computing.
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